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Branching from the General Linear Group to the Symmetric Group and the Principal Embedding

Alexander Heaton, Songpon Sriwongsa & Jeb F. Willenbring

Abstract

Let $S$ be a principally embedded $\mathfrak{sl}_2$-subalgebra in $\mathfrak{sl}_n$ for $n \geq 3$. A special case of results of the third author and Gregg Zuckerman implies that there exists a positive integer $b(n)$ such that for any finite-dimensional irreducible $\mathfrak{sl}_n$-representation, $V$, there exists an irreducible $S$-representation embedding in $V$ with dimension at most $b(n)$. In a 2017 paper (joint with Hassan Lhou), they prove that $b(n) = n$ is the sharpest possible bound, and also address embeddings other than the principal one.

These results concerning embeddings may be interpreted as statements about plethysm. Then, in turn, a well known result about these plethysms can be interpreted as a “branching rule”. Specifically, a finite dimensional irreducible representation of $\text{GL}(n, \mathbb{C})$ will decompose into irreducible representations of the symmetric group when it is restricted to the subgroup consisting of permutation matrices. The question of which irreducible representations of the symmetric group occur with positive multiplicity is the topic of this paper, applying the previous work of Lhou, Zuckerman, and the third author.

A complex irreducible representation $V$ of $\mathfrak{sl}_2(\mathbb{C})$ defines a homomorphism

$$\pi : \mathfrak{sl}_2 \rightarrow \text{End}(V).$$

Fixing an ordered basis we obtain an identification $\text{End}(V) \cong \mathfrak{gl}_n$. Since $\mathfrak{sl}_2$ is a simple Lie algebra, the kernel is trivial and the image of $\pi$, denoted $s$, is therefore isomorphic to $\mathfrak{sl}_2$. We will refer to $s$ as a principal $\mathfrak{sl}_2$-subalgebra of $\mathfrak{gl}_n$. In fact, since $s$ is simple it intersects the center of $\mathfrak{gl}_n$ trivially and hence $s \subseteq \mathfrak{sl}_n$ (except when $n = 1$). There are other embeddings of $\mathfrak{sl}_2$ when $V$ is not irreducible, but we will only discuss the principal embedding in this paper.

Restricting the adjoint representation of a simple Lie algebra to a principal $\mathfrak{sl}_2$-embedding, we can decompose and find multiplicities. In 1958, Bertram Kostant interpreted these multiplicities topologically in [3], yielding the Betti numbers of the compact form of the corresponding Lie group. People have been interested in the principal embedding ever since. In future work we hope to consider the analogs of our results for other Lie types and other embeddings. In this paper we show a relationship between the principal embedding and branching from $\text{GL}_n$ to the symmetric group.

Our main tool is the following theorem proved in [4] which was anticipated in [11]:

**Proposition 1.** Fix $n \geq 3$ and a principal $\mathfrak{sl}_2$-subalgebra, $s$, of $\mathfrak{sl}_n$. Let $V$ denote an arbitrary finite dimensional complex irreducible representation of $\mathfrak{sl}_n$. Then, there exists $0 \leq d < n$ such that upon restriction to $s$, $V$ contains the irreducible $s$ representation $F_d$ in the decomposition.
The expository aspects of this paper should be put in context by mentioning some previous work, both old and new. Certainly, any work related to branching rules has benefited from the older extensive work of R. C. King, specifically [2]. From another point of view, a well-known approach is to study the action of a Weyl group on the weight spaces in a finite dimensional irreducible representation of the corresponding Lie algebra. The special case of the zero weight space is of particular interest and addressed in [6] for the case of the symmetric group. More recently, the combinatorics of this problem are related to the stable Kronecker coefficients in [7].

STRUCTURE OF THIS PAPER. In this paper, we try to make some progress toward understanding the branching problem: Can we describe how representations of $GL_n$ decompose upon restriction to the permutation matrices $\mathfrak{S}_n$? We attack the branching problem by realizing its equivalence to certain instances of plethysm. Section 2 describes a well-known algorithm that allows us to compute these branching multiplicities in any specific case. Section 3 provides some motivation by connecting branching with dynamical systems. Section 4 explains the connection between plethysm and branching. Section 5 gives a known combinatorial description of branching for one-row shapes (symmetric powers). Finally, Section 6 proves our main Theorem 6.5, which guarantees the existence of all $\mathfrak{S}_n$ irreducible representations inside certain two-row irreducible representations of $GL_n$. In the next section we provide a few definitions and notation followed by brief and explicit examples of the results of this paper, including a statement of the main theorem.

1. NOTATION, BRIEF EXAMPLES, AND MAIN THEOREM

We define a partition $\lambda$ of a nonnegative integer $a$ as a sequence $(\lambda_1, \ldots, \lambda_k) \in \mathbb{N}^k$, satisfying $\lambda_1 \geq \cdots \geq \lambda_k > 0$ and $\sum \lambda_i = a$. We say such a $\lambda$ has $k$ parts and size $a$, writing $\ell(\lambda) = k$ and $|\lambda| = a$. Any $\lambda_i = 0$ is considered irrelevant, so we could identify $\lambda$ with the infinite sequence $(\lambda_1, \ldots, \lambda_k, 0, 0, \ldots)$. For a partition $\lambda$ with at most $n$ parts let $F^\lambda_n$ be the irreducible $GL_n$ representation with highest weight indexed by $\lambda$. Throughout the paper we will sometimes write irrep instead of irreducible representation. If $\lambda$ has size $s$, let $Y^\lambda_s$ denote the irreducible complex representation of the symmetric group, $\mathfrak{S}_s$, paired with $F^\lambda_n$ by Schur–Weyl duality (see for example [1] or [10]) so that

$$\otimes^s \mathbb{C}^n \cong \bigoplus F^\lambda_n \otimes Y^\lambda_s$$

where the sum is over all partitions of $s$ with at most $n$ parts (the symmetric group action commutes with the $GL_n$ diagonal action and the decomposition is multiplicity-free). We take this as our definition of $Y^\lambda_s$. The following example illustrates our main result.

EXAMPLE 1.1. Consider the symmetric group on 10 letters $\mathfrak{S}_{10}$. Its 42 irreps $Y^\mu_{10}$ are in correspondence with partitions $\mu$ of size 10. Our main result shows that every irrep $Y^\mu_{10}$ has non-zero multiplicity in the decomposition of certain two-row partitions $\lambda$ of $10m$, for $m \in \{2, 3, \ldots\}$. Choosing $m = 2$ our results state that every irrep $Y^\mu_{10}$ appears in at least one of the following two irreps of $GL_{10}$:

$$F^{(10,10)}_{10} \text{ or } F^{(11,9)}_{10}$$

Choosing $m = 3$, we can guarantee that every irrep $Y^\mu_{10}$ of the symmetric group occurs in one of the following irreps of $GL_{10}$:

$$F^{(15,15)}_{10} \text{ or } F^{(16,14)}_{10}$$
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Choosing $m = 4$ we find that every $Y^\mu_{10}$ appears with non-zero branching multiplicity inside at least one of $F^{(20,20)}_{10}$ or $F^{(21,19)}_{10}$ or $F^{(22,18)}_{10}$.

Given any irrep of $\mathfrak{S}_n$, we guarantee its non-zero multiplicity in certain short-tail two-row irreps of the general linear group $\text{GL}_n$. The main Theorem 6.5 reads as follows:

**Main Theorem.** Choose any irreducible representation $Y^\mu_n$ of $\mathfrak{S}_n$ and choose any $m \in \{2, 3, 4, \ldots\}$. Consider the set of irreducible representations of $\text{GL}_n$ denoted $F^\lambda_n$ where $\lambda = (p + d, p)$, where $p, d$ are integer solutions of $2p + d = nm$ restricted to $d \in \{0, 1, 2, \ldots, m\}$, $p \in \mathbb{N}$. Then the multiplicity

$$[Y^\mu_n : F^\lambda_n] \neq 0$$

for at least one of the $F^\lambda_n$.

**Remark.** Taking $m = 2$ these irreps come near the boundary of a certain interesting phenomenon which we do not yet understand, and which our theorem does not explain. Consider Figure 1.

**Figure 1.** A curious curve emerges

The colorful points represent $\lambda$ from our main Theorem 6.5, with each distinct color corresponding to a distinct choice of $m$. The phenomenon is a discrete curve (in the $\lambda_1, \lambda_2$ plane) dividing irreps of $\text{GL}_n$ which contain every symmetric group irrep from those that are missing at least one symmetric group irrep. The points marked with an X are the $\text{GL}_n$ irreps which, upon restriction to the symmetric group, fail to contain every $\mathfrak{S}_n$ irrep. As can also be seen in the figure, this discrete curve has a jump for $\text{GL}_6$. In fact a similar jump occurs for $\text{GL}_{10}$ (not pictured). We do not know the pattern. Our results only capture the phenomenon in a very limited sense: Given a fixed irreducible representation, and a fixed color (choice of $m$) its multiplicity will be nonzero in at least one position marked by that color. Explaining the other points in these diagrams is an important topic for future research and outside the results of the current article.
Another example of our results. Below is a (partial) list of multiplicities of the irreps of $\mathfrak{S}_{10}$ which appear in the decomposition of the $\text{GL}_{10}$ irrep $(11,9)$ (only 12 of the 42 required numbers are listed). You will notice the last multiplicity is zero. The irreducible $\mathfrak{S}_{10}$ representation indexed by $(1,1,1,1,1,1,1,1,1,1)$ does not occur in the decomposition.

$$4789, 25466, 61323, 88744, 157620, \ldots, 676, 2302, 4058, 2132, 459, 32, 0.$$  

Our theorem predicts that we can find every irreducible representation of the symmetric group $\mathfrak{S}_{10}$ inside either $(11,9)$ or $(10,10)$. In fact, decomposing $(10,10)$ via the algorithm described in Section 2 we indeed find the irrep $(1,1,1,1,1,1,1,1,1,1)$ occurring with multiplicity 1. This is one example where our theorem finds the boundary of the phenomenon depicted in Figure 1. Below the curve we have $\text{GL}_{10}$ irreps which are missing at least one $Y_{\mu}^{n}$. Above the curve we have $\text{GL}_{10}$ irreps using every $Y_{\mu}^{n}$. Our theorem, taking $m = 2$, guarantees the appearance of every $Y_{\mu}^{n}$ in one of two $\text{GL}_{n}$ irreps near that boundary.

2. An algorithm for branching

Branching from $\text{GL}_{n}$ to $\mathfrak{S}_{n}$ is among the class of problems which have an algorithm we can use to find the answer in any specific (finite) case, but unfortunately lacks a general description, formula, or combinatorial explanation. Already well-known is a combinatorial description in the special case of one-row diagrams (symmetric powers). For a description of this see Section 5. The results of this paper are therefore a step towards the next case: two-row diagrams $(\lambda_{1}, \lambda_{2})$. We now give a brief description of the algorithm which, given any specific irrep, will output its decomposition.

Algorithm. We can decompose representations of the general linear group into irreps of the symmetric group by the following (roughly sketched) algorithm. The input is a symmetric function corresponding to the character of a fixed $\text{GL}_{n}$ representation. The output is a list of multiplicities for each irrep of $\mathfrak{S}_{n}$. The permutation matrices are a subgroup of $\text{GL}_{n}$ and, diagonalized, they have certain eigenvalues (roots of unity) corresponding to their cycle type. Diagonalizable elements are dense in $\text{GL}_{n}$ and so we know the character of an irreducible representation of the general linear group is given by evaluating a Schur function in $n$ variables corresponding to parameters of the maximal torus inside $\text{GL}_{n}$. Replacing these variables with the corresponding eigenvalues (of correct multiplicities) for a permutation matrix of each cycle type, we create the trace of the operator of an element of the symmetric group acting on that same vector space (the representation of $\text{GL}_{n}$ whose character we have taken). By doing this over all possible cycle types, we find the character viewed as a representation of the symmetric group. By taking the inner product with irreducible characters of the symmetric group we can find the multiplicities of each irreducible representation of $\mathfrak{S}_{n}$ inside the original $\text{GL}_{n}$ representation.

3. Some motivation

There are many reasons to study the decomposition of $\text{GL}_{n}$ representations under restriction to the symmetric group $\mathfrak{S}_{n}$. In this section we briefly present one reason, although we believe there are reasons yet to be discovered as well.

Repeatedly pressing the cosine button on your calculator is a good example of a dynamical system. Since your calculator presumably has finite memory, this is a dynamical system on a finite set. For example, Figure 2 provides a list of all 7 dynamical systems on a 3 element set.
Counting the number of such dynamical systems can (surprisingly!) be accomplished simply by summing up the appropriate branching multiplicities for the decomposition of a certain representation. We will briefly sketch this story for this particular example (counting the 7 dynamical systems listed in Figure 2) although it applies to dynamical systems on any finite set. Here we define a finite dynamical system to be a finite simple graph where every vertex has one out arrow.

Consider $C^3 \otimes C^3 \otimes C^3$ under the action of the symmetric group $S_3$ permuting tensor factors, and one copy of $GL_3$ acting diagonally on each $C^3$. This decomposes under Schur–Weyl duality as

$$C^3 \otimes C^3 \otimes C^3 = \bigoplus_{\lambda} F^\lambda \otimes Y_\lambda.$$ 

Restricting to the permutation matrices $S_3$ sitting inside $GL_3$ the representation decomposes further with branching multiplicity coefficients we will call $b^\lambda_\mu$, which are of course non-negative integers and the subject of this paper. We write this as follows:

$$C^3 \otimes C^3 \otimes C^3 = \bigoplus_{\lambda} F^\lambda \otimes Y_\lambda = \bigoplus_{\lambda, \mu} b^\lambda_\mu (Y^\mu \otimes Y_\lambda).$$

In order to find the relationship between these $b^\lambda_\mu$ and dynamical systems on a finite state space, first consider all functions from $\{1, 2, 3\}$ to $\{1, 2, 3\}$. Call the resulting set $X$, then there are $|X| = 27 = \dim(C^3 \otimes C^3 \otimes C^3)$ such functions. In fact, consider one function $f \in X$ where $f$ sends $1 \mapsto 1, 2 \mapsto 1, 3 \mapsto 2$.

This function corresponds to a basis element of $C^3 \otimes C^3 \otimes C^3$, namely $e_1 \otimes e_1 \otimes e_2$. If $e_1, e_2, e_3$ are a basis we have chosen for $C^3$ then a choice of one $e_i$ in each tensor factor is a choice of image $f(x) \in \{1, 2, 3\}$ for each element of the domain $x \in \{1, 2, 3\}$. The
permutation matrices inside $GL_3$ are therefore acting by permuting the basis elements $e_1, e_2, e_3$ in the same way on each of the tensor factors. Thus they are permuting the choices of image. For example the permutation $\sigma = (2,3)$ would send $e_1 \otimes e_1 \otimes e_2$ to $e_1 \otimes e_1 \otimes e_3$ which corresponds to an action on the function $f$, sending it to $\sigma.f$: $1 \mapsto 1, 2 \mapsto 1, 3 \mapsto 3$. The other copy of $S_3$ which is acting by permuting tensor factors (rather than sitting inside the $GL_3$) acts differently, simply by permuting the domain. For example, $\sigma$ acts by sending $e_1 \otimes e_1 \otimes e_2$ to $e_1 \otimes e_2 \otimes e_1$. This corresponds to an action on the function $f \mapsto \sigma..f$ where $\sigma..f(x) = f(\sigma^{-1}x)$ so that $\sigma..f$ sends $1 \mapsto 1, 2 \mapsto 2, 3 \mapsto 1$.

If we consider $\Delta S_3 \subset S_3 \times S_3$ (the diagonal subgroup: take the same group element in both factors of the direct product) acting on $X$ then $X$ splits into orbits

$$X = O_1 \cup \cdots \cup O_r$$

where each orbit corresponds to one dynamical system. Thus, if we can count the orbits, we have counted the dynamical systems on 3 points. To see this, realize that $\Delta S_3$ corresponds to letting both copies of the symmetric group act in the same way on the domain and codomain. The function from $\{1,2,3\}$ to $\{1,2,3\}$ collapses and becomes a dynamical system on 3 points. In fact, many different functions collapse to the same dynamical system, namely all functions in the same orbit of $\Delta S_3$. For example, consider Figure 3 for a depiction of this collapse for our function $f$.

\begin{figure}[h]
\centering
\includegraphics[width=0.8\textwidth]{figure3.png}
\caption{Our function becomes a dynamical system.}
\end{figure}

Now, how do we count orbits? Instead of using Burnside’s formula which averages the number of fixed points over the group, we can also use functions on $X$ and simply count the $\Delta S_3$-fixed vectors since

$$\dim \mathbb{C}[X]^{\Delta S_3} = \dim \mathbb{C}[O_1 \cup \cdots \cup O_r]^{\Delta S_3} = \dim \mathbb{C}[O_1]^{\Delta S_3} \oplus \cdots \oplus \mathbb{C}[O_r]^{\Delta S_3}.$$ 

There will be one linearly-independent $\Delta S_3$-fixed vector per orbit, namely the sum of basis elements taken to be delta functions on each point in the orbit under consideration. But we also know that

$$\mathbb{C}[X]^{\Delta S_3} = (\mathbb{C}^3 \otimes \mathbb{C}^3 \otimes \mathbb{C}^3)^{\Delta S_3} = \bigoplus_{\lambda, \mu} b_{\mu}^{\lambda} (Y^\mu \otimes Y^\lambda) \Delta S_3$$

$$= \sum\limits_{\lambda} b_{\lambda}^\lambda.$$ 

The last step above is explained by observing that the trivial representation of $\Delta S_3$ occurs exactly once in every copy of $Y^\mu \otimes Y^\lambda$ where $\mu = \lambda$ and zero times elsewhere.
Since irreps of the symmetric group are self-dual, we have:
\[
(Y^\mu \otimes Y^\lambda)^{\Delta S_3} = ((Y^\mu)^* \otimes Y^\lambda)^{\Delta S_3} = \text{Hom}(Y^\mu, Y^\lambda)^{\Delta S_3} = \text{Hom}_{\Delta S_3}(Y^\mu, Y^\lambda)
\]
which is clearly 0 or 1, depending on if \(\mu = \lambda\). This shows that we can compute the number of dynamical systems simply by summing branching multiplicities \(\sum b_\lambda^\lambda\).

Now we finish finding the answer 7 by adding up all possible \(b_\lambda^\lambda\) for \(\lambda \in \{\begin{array}{c}
1
\cdot
2
\cdot
3
\end{array}\\}.\) Consider first \(b_1^1\) which corresponds to decomposing the \(\text{GL}_3\) representation \(F_1\) of degree 3 homogeneous polynomials in 3 variables. Finding the multiplicity of the trivial representation \(Y_1\) of the symmetric group is the same as finding the number of linearly independent \(S_3\)-fixed vectors. These are clearly
\[
x^3 + y^3 + z^3, \quad x^2y + y^2x + y^2z + z^2x + z^2y, \quad xyz
\]
and so the coefficient \(b_1^1 = 3\).

Consider \(F_3\). As a representation of \(\text{GL}_3\) this is sometimes referred to as the eightfold way or octet representation, since it is also a representation of the subgroup \(\text{SU}(3)\) and finds application in particle physics. This representation decomposes as:
\[
F_3 = F_1 + 3F_2 + F_3
\]
which means that \(b_3^1 = 3\). Lastly, consider \(F_1\). As a \(\text{GL}_3\) representation this is the determinant, and upon restriction to \(\mathfrak{S}_3\) we do in fact obtain the sign representation \(Y_1\) with multiplicity 1, so \(b_3^1 = 1\). Thus we have our result:
\[
b_1^1 + b_3^1 + b_3^1 = \text{Number of dynamical systems on 3 points.}
\]
\[
3 + 3 + 1 = 7.
\]

4. CONNECTING BRANCHING WITH PLETHYSM

Here we start to prove the results of this paper. First we will show that a certain branching multiplicity will be equal to a certain plethysm multiplicity. Later, we will use this fact to re-interpret the main theorem of [4] in terms of the branching from \(\text{GL}_n\) to \(\mathfrak{S}_n\).

We regard \(F^\lambda\) as a functorial operator on the category of vector spaces – often called the Schur functor. This point of view applies when vector spaces are infinite dimensional. For example, if \(\lambda = (1, 1, 1, \ldots, 1)\) (with \(j\) 1’s), then \(F^\lambda\) takes a vector space to its \(j\)-th exterior power. This situation can be generalized to the situation where \(\lambda\) is an arbitrary non-negative partition. In the finite dimensional case, the situation is clear: if \(V\) is a vector space of dimension \(n\), then \(F^\lambda(V) \cong F_n^\lambda\).
Given a partition $\lambda$ with at most $n$ parts, and a partition $\mu$ of $n$, we may consider the multiplicity, denoted in short-hand by the coefficient $b^\lambda_\mu$, or in brackets as follows:

$$b^\lambda_\mu = [Y^\mu_n : F^\lambda_n] = \dim \text{Hom}_{\mathfrak{S}_n}(Y^\mu_n, F^\lambda_n)$$

where the $F^\lambda_n$ is regarded as a $\mathfrak{S}_n$-representation by restricting to the permutation matrices. These multiplicities are impossible to compute in any general way, but as we mentioned earlier there are algorithms.

We present here a way to describe $[Y^\mu_n : F^\lambda_n]$ using Schur functors. That is, if $V$ is a complex vector space of dimension $n$ we will use the notation of the Schur functor, $F^\lambda(V)$ to denote the irreducible $\text{GL}(V)$ representation. So, for example if $V$ is $n$-dimensional then by identifying $\text{GL}(V)$ with $\text{GL}_n$, we have $F^\lambda_n \equiv F^\lambda(V)$. Then recall that $F^\lambda(V)$ can be defined for infinite dimensional $V$.

For a vector space $W$, let $\text{Sym} W$ denote the algebra of symmetric tensors on $W$, which is a graded $\text{GL}(W)$ representation. (Recall, if $W$ is finite dimensional, $\text{Sym} W$ is isomorphic, as a ring, to the polynomial functions on $W^\ast$.) The following theorem is well-known, but we include a sketch of it here to aid in the exposition. In fact, this is an exercise in Stanley’s book [9, Exercise 7.74] with a (different) solution [9, Page 534] sketched there as well. This equation also appears in [8, Theorem 5.1].

**Proposition 4.1.** Given positive integers $k$ and $n$, fix a partition $\mu$ of $n$. Regard $\text{Sym} \mathbb{C}^k$ as a graded $\text{GL}_k$-representation. Then, the (infinite dimensional) representation $F^\mu(\text{Sym} \mathbb{C}^k)$ decomposes into irreducible finite dimensional representations of $\text{GL}_k$ with finite multiplicities, and for any partition $\lambda$ with at most $k$ parts,

$$[Y^\mu_n : F^\lambda_n] = [F^\lambda_k : F^\mu(\text{Sym} \mathbb{C}^k)].$$

**Sketch of proof.** Let $V = \text{Sym} \mathbb{C}^k$. The tensor product of $n$ copies of $V$ may be regarded as a $\text{GL}(V) \times \mathfrak{S}_n$-representation with multiplicity free decomposition,

$$V \otimes \cdots \otimes V \cong \bigoplus_{\mu \text{ with } n \text{ copies}} F^\mu(V) \otimes Y^\mu_n$$

where the sum is over all partitions, $\mu$, of size $n$ (by Schur–Weyl duality(1) applied to $V$). On one hand, we can restrict from $\text{GL}(V)$ to $\text{GL}_k$, which involves decomposing the $F^\mu(V)$ into irreducible representations, $F^\lambda_k$, of $\text{GL}_k$. On the other hand, observe that,

$$V \otimes \cdots \otimes V \cong \text{Sym}(\mathbb{C}^k \otimes \mathbb{C}^n).$$

The right hand side carries an action of $\text{GL}_k \times \text{GL}_n$, which by Howe duality decomposes as

$$\text{Sym}(\mathbb{C}^k \otimes \mathbb{C}^n) \cong \bigoplus_{\lambda} F^\lambda_k \otimes F^\lambda_n$$

where the sum ranges over all partitions $\lambda$ with at most $\min(k, n)$ parts. We then branch from the right-hand $\text{GL}_n$ to $\mathfrak{S}_n$ to obtain

$$\text{Sym}(\mathbb{C}^k \otimes \mathbb{C}^n) \cong \bigoplus_{\lambda} F^\lambda_k \otimes \left( \bigoplus_{\mu} [Y^\mu_n : F^\lambda_n] Y^\mu_n \right).$$

---

(1) The concern here is that $V$ is infinite dimensional. The reason that this proof is only a sketch is because of this technical point, however, it is enough because all the representations considered in this paper are graded finite-dimensional. For a very careful exposition of the foundations of plethysm we recommend the paper by Loehr and Remmel [5].
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Reorganizing we have

\[(2) \quad \text{Sym}(\mathbb{C}^k \otimes \mathbb{C}^n) = \bigoplus_{\mu} \left( \bigoplus_{\lambda} \left[ Y^\mu_n : F^\lambda_n \right] F^\lambda_k \right) \otimes Y^\mu_n. \]

Compare the decompositions (1) and (2). \[\square\]

5. BRANCHING FOR SYMMETRIC POWERS

In the previous section we saw that finding certain plethysm multiplicities was equivalent to finding certain branching multiplicities.

\[[F^\lambda : F^\mu (\text{Sym} \mathbb{C}^k)] = [Y^\mu_n : F^\lambda_n].\]

In this section we will consider what is already known in the literature (for example in [9]) addressing the case when \(k = l(\lambda) = 1\). In this case, we will see that the branching multiplicities are already known for any irrep of \(\text{GL}_n\) given by \(F^\lambda_n\) where \(\lambda = (d,0,0,\ldots) = (d)\). These irreps correspond to symmetric powers of the defining representation of \(\text{GL}_n\), denoted \(\text{Sym}^d \mathbb{C}^n\).

As an example, consider decomposing irreps of \(\text{GL}_4\) into a direct sum of irreps of \(\mathfrak{S}_4\). In this case, we will see that the branching multiplicities are already known for any irrep of \(\text{GL}_n\) given by \(F^\lambda_n\) where \(\lambda = (d,0,0,\ldots) = (d)\). These irreps correspond to symmetric powers of the defining representation of \(\text{GL}_n\), denoted \(\text{Sym}^d \mathbb{C}^n\).

Consider the first few. How do they decompose into irreps of \(\mathfrak{S}_4\)?

\[
\begin{align*}
\text{Sym}^0 \mathbb{C}^4 &= F^{(0,0,0,0)}_4 = Y_4^{(0000)} \\
\text{Sym}^1 \mathbb{C}^4 &= F^{(1,0,0,0)}_4 = Y_4^{(1000)} \oplus Y_4^{(0100)} \\
\text{Sym}^2 \mathbb{C}^4 &= F^{(2,0,0,0)}_4 = 2Y_4^{(2000)} \oplus 2Y_4^{(1100)} \oplus Y_4^{(0200)} \\
\text{Sym}^3 \mathbb{C}^4 &= F^{(3,0,0,0)}_4 = 3Y_4^{(3000)} \oplus 4Y_4^{(2100)} \oplus Y_4^{(1200)} \oplus Y_4^{(0300)}.
\end{align*}
\]

These results can be obtained using simple combinatorial rules. The multiplicity of a given \(Y^\mu_n\) inside \(\text{Sym}^d \mathbb{C}^4\) is given by the number of semi-standard tableaux (weakly increasing along the row and strictly increasing down the column) with total weight summing to \(d\). For example, with \(\text{Sym}^2 \mathbb{C}^4\) we count the semi-standard tableaux with total weight 2 for each shape \(\mu\). These are

\[
\begin{align*}
&0002, \quad 0011, \quad 0011, \quad 0000, \quad 0011.
\end{align*}
\]

This gives us the decomposition of \(F^{(2)}_4\) into irreps of \(\mathfrak{S}_4\). Of course, these rules only apply to the one-row irreps \(F^\lambda_n\) where \(l(\lambda) \leq 1\). There are of course many more irreps of \(\text{GL}_n\) whose branching decompositions are unknown in general. In this paper, we obtain results pertaining to the next simplest case, the irreps of \(\text{GL}_n\) given as \(F^\lambda_n\) for \(l(\lambda) \leq 2\), which is just another way of saying we will look at two-row shapes.

Remark. These results explain the location of the last \(X\) on the \(\lambda_1\) axis in Figure 1. The multiplicity of \(Y^\mu_n\) in \(F^{(d)}_n\) is nonzero for all \(\mu\) if and only if \(d \geq \binom{n}{2}\), so the \(X\)'s stop there.
Remark. In [9, page 475] the formula expressing $[Y^u_n : F^{[d]}_m]$ can be found by examining the coefficients of the identity
\[
\sum_{d \geq 0} (\text{ch } \Psi^d) q^d = \sum_{\mu \vdash n} s_\mu(1, q, q^2, \ldots) s_\mu
\]
where
\[
s_\mu(1, q, q^2, \ldots) = \frac{q^{h(\mu)}}{\prod_{u \in \mu} [h(u)]}.
\]
More details are contained in [9] but briefly, $\Psi^d$ is the character of the action of the symmetric group induced on degree $d$ homogeneous forms on an $n$-dimensional vector space. As for the other pieces of notation, $b(\mu) = \sum(i-1)\mu_i$ and $u \in \mu$ means that we are identifying $\mu$ with its diagram $\{(i, j) : 1 \leq j \leq \mu_i\}$ so that $u$ is a square whose hook length $h(u) = \mu_i + \mu_j - i - j + 1$. Finally $[k] = 1 - q^k$.

6. Using an existence result on the plethysm side

In the previous section we saw the results for one-row diagrams, what we also call $k = \ell(\lambda) = 1$ case, already known in the literature. This dealt with decomposing certain irreps $F^\mu_n$ of $\text{GL}_n$ into irreps $Y^\mu_n$ of $\mathfrak{S}_n$ in the case that $\lambda = (d, 0, 0, \ldots)$. In Section 4 we saw that finding the multiplicity of $F^\mu_n$ inside $F^p(\text{Sym}^n \mathbb{C}^k)$ (plethysm) was equivalent to finding the multiplicity of $Y^\mu_n$ inside $F^\mu_n$ (branching). In this section we will apply the main theorem from [4] on the plethysm side to guarantee non-zero multiplicity of certain irreps when $k = \ell(\lambda) = 2$. Thus we will also have guaranteed non-zero multiplicity of certain branching multiplicities as well.

Lemma 6.1. Let $\text{Sym}^m \mathbb{C}^k$ be the degree $m$ symmetric tensors on $\mathbb{C}^k$. Applying the Schur functor, we regard $F^\mu(\text{Sym}^m \mathbb{C}^k)$ as a $\text{GL}_k$-representation. If the multiplicity of $F^\mu_n$ in $F^\mu(\text{Sym}^m \mathbb{C}^k)$ is non-zero, then its multiplicity in $F^\mu(\text{Sym}^n \mathbb{C}^k)$ is non-zero as well.

Proof. Since we have the injection $\text{Sym}^m \mathbb{C}^k \hookrightarrow \text{Sym} \mathbb{C}^k$, we also have the injection $F^\mu(\text{Sym}^m \mathbb{C}^k) \hookrightarrow F^\mu(\text{Sym} \mathbb{C}^k)$. This follows by considering generalized Littlewood–Richardson coefficients. The notation gets a bit trickier here, but briefly, when we decompose an irrep of $\text{GL}(V_1 \oplus V_2)$ into irreducibles under the action of a subgroup $\text{GL}(V_1) \times \text{GL}(V_2)$, the multiplicities that show up are Littlewood–Richardson coefficients
\[
F^\mu(V_1 \oplus V_2) = \bigoplus \chi^\mu_{\lambda \nu} F^\lambda(V_1) \otimes F^\nu(V_2).
\]
Replacing $V_1 \oplus V_2$ by the direct sum $\bigoplus_{1 \leq i \leq r} \text{Sym}^i(V)$ in the left-hand side we obtain an updated right-hand side
\[
\bigoplus \chi^\mu_{\lambda \nu} F^\lambda(\text{Sym}^0(V)) \otimes \cdots \otimes F^\nu(\text{Sym}^{r-1}(V))
\]
where the sum is over all tuples of partitions $\vec{\mu} = (\mu_1, \mu_2, \ldots, \mu_r)$ where, somewhat confusingly, each $\mu_i$ is now a partition (rather than a natural number). Taking the trivial representation in all tensor factors except the $m$th, where we take $\mu_m = \mu$, we get one of the terms in this direct sum. Since we are assuming $F^\mu_n$ appears with non-zero multiplicity in $F^\mu(\text{Sym}^m \mathbb{C}^k)$, and since Littlewood–Richardson coefficients also describe tensor product multiplicities, that particular coefficient is non-zero, and our result follows.

From here onwards, set $k = 2$. This allows us to look at the finite-dimensional representation $F^\mu(\text{Sym}^m \mathbb{C}^2)$ for any $m \in \mathbb{N}$. Thus for every choice of $m \in \mathbb{N}$ we can hope for results to translate back to branching multiplicities.
Lemma 6.2. Fix any partition $\mu$ of size $n$ and any $m \in \mathbb{N}$. Given the $GL_2$ representation $F_\mu(\text{Sym}^m \mathbb{C}^2)$, the center of $GL_2$ acts by 
\[ v \mapsto z^{nm} v \]
where $v \in F_\mu(\text{Sym}^m \mathbb{C}^2)$, $z \in \mathbb{C} \times$, and $\text{diag}(z, z) \in Z(GL_2)$.

Proof. This follows by homogeneity of the Schur function, $s_\lambda(t \vec{x}) = t^{\mid \lambda \mid} s_\lambda(\vec{x})$. \hfill \Box

Lemma 6.3. Fix $|\mu| = n$ and $m \in \mathbb{N}$. If $F_\mu^2$ has non-zero multiplicity inside $F_\mu(\text{Sym}^m \mathbb{C}^2)$ then
\[ \lambda = (d + p, p) \text{ where } 2p + d = nm \text{ for some } p, d \in \mathbb{N}. \]

Proof. Recall the irreps of $GL_2$ are given by $\det^p \otimes \text{Sym}^d \mathbb{C}^2$ where the center $Z(GL_2)$ acts by $z^{2p+d}$. Then by Lemma 6.2 we must have $2p + d = nm$. \hfill \Box

Proposition 6.4. Choose any partition $|\mu| = n$ and any $m \in \{2, 3, \ldots \}$. Consider all (finitely many) irreducible representations $F_\lambda^2$ where $\lambda = (d + p, p)$ for some $d \in \{0, 1, 2, \ldots, m\}$, $2p + d = nm$ for some $p \in \mathbb{N}$. For at least one such $\lambda$
\[ \left[ F_\lambda^2 : F_\mu(\text{Sym}^m \mathbb{C}^2) \right] \neq 0. \]

Proof. We have $F_\mu(\text{Sym}^m \mathbb{C}^2)$ a representation of $GL_2$ via composition, but it is also an irrep of $GL_{m+1}$ since the Schur functor is being applied to an $m + 1$-dimensional vector space. Restricting to $SL_{m+1}$ it is again irreducible. By the main theorem of [4] we are guaranteed the existence of some subrepresentation isomorphic to $\text{Sym}^d \mathbb{C}^2$, an irrep of $SL_2$, for some $d \in \{0, 1, 2, \ldots, m\}$. This works provided $m \geq 2$ because they find principal embeddings of $\mathfrak{sl}_2$ inside $\mathfrak{sl}_a$ for $a \geq 3$. This extends to some irrep of $GL_2$, which is given by $\det^p \otimes \text{Sym}^d \mathbb{C}^2$ for some $p \in \mathbb{N}$. But by Lemma 6.2 we must also have $2p + d = nm$. \hfill \Box

Remark. The parity of $nm$ and $d$ must match. Solving for $p$ we see that $p = \frac{nm-d}{2}$, but $p \in \mathbb{N}$.

Theorem 6.5. Choose any irreducible representation $Y_\mu^\lambda$ of $\mathfrak{S}_n$ and choose any $m \in \{2, 3, 4, \ldots \}$. Consider the set of irreducible representations of $\mathfrak{S}_n$ denoted $F_n^\lambda$ where $\lambda = (p + d, p)$, $d \in \{0, 1, 2, \ldots, m\}$, $p \in \mathbb{N}$ and $2p + d = nm$. Then the multiplicity
\[ \left[ Y_\mu^\lambda : F_n^\lambda \right] \neq 0 \]
for at least one of the $F_n^\lambda$.

Proof. This follows from Proposition 4.1 and Proposition 6.4. \hfill \Box
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