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The birational Lalanne–Kreweras involution

Sam Hopkins & Michael Joseph

Abstract The Lalanne–Kreweras involution is an involution on the set of Dyck paths which
combinatorially exhibits the symmetry of the number of valleys and major index statistics. We
define piecewise-linear and birational extensions of the Lalanne–Kreweras involution. Actually,
we show that the Lalanne–Kreweras involution is a special case of a more general operator,
called rowvacuation, which acts on the antichains of any graded poset. Rowvacuation, like the
closely related and more studied rowmotion operator, is a composition of toggles. We obtain the
piecewise-linear and birational lifts of the Lalanne–Kreweras involution by using the piecewise-
linear and birational toggles of Einstein and Propp. We show that the symmetry properties of
the Lalanne–Kreweras involution extend to these piecewise-linear and birational lifts.

1. Introduction
The starting point of our work is a certain well-known involution on the set of Dyck
paths. A Dyck path of semilength n is a lattice path in Z2 with steps of the form (1, 1)
(up steps) and (1,−1) (down steps) from (0, 0) to (2n, 0) which never goes below the
x-axis. Let Dyckn denote the set of Dyck paths of semilength n. The number of such
Dyck paths is the famous Catalan number Cat(n) := 1

n+1
(2n
n

)
.

A valley in a Dyck path is a down step which is immediately followed by an up
step. Although not obvious, it is true that the number of Dyck paths in Dyckn with k
valleys is the same as the number with (n − 1) − k valleys, for all k. The Lalanne–
Kreweras involution is an involution on Dyckn which combinatorially exhibits this
symmetry: it sends a Dyck path with k valleys to one with (n− 1)− k valleys.

A related statistic to number of valleys is major index. The major index of a Dyck
path is the sum of the positions of its valleys. Major index is an important statistic
because the q-Catalan number Cat(n; q) := 1

[n+1]q

[2n
n

]
q
is the generating function for

Dyck paths in Dyckn according to their major indices. Again, although not obvious,
major index is symmetrically distributed: there are as many Dyck paths in Dyckn with
major index k as with major index n(n − 1) − k. And again, the Lalanne–Kreweras
involution combinatorially exhibits this symmetry: it sends a Dyck path with major
index k to one with major index n(n− 1)− k.

The Lalanne–Kreweras involution is described on Dyck paths in the following way.
Consider a Dyck path D. Draw southeast lines starting at the junctions between pairs
of consecutive up steps, and draw southwest lines starting at the junctions between
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pairs of consecutive down steps. There will be the same number of southeast lines as
southwest lines. Mark the intersection between the kth (from left-to-right) southeast
line and the kth southwest line. The Dyck path LK(D) is the unique path (drawn
upside-down) with valleys (drawn upside-down) at the marked points. See Figure 1
for an example. This involution was first considered by Kreweras [23] and was later
studied by Lalanne [24]; in referring to it as the Lalanne–Kreweras involution we
follow Callan [6].

Figure 1. A Dyck path D of semilength 10 in blue together with
LK(D) drawn upside-down in red.

[1, 4]

[1, 3] [2, 4]

[1, 2] [2, 3] [3, 4]

[1, 1] [2, 2] [3, 3] [4, 4]

Figure 2. The bijection between Dyckn+1 and A(An).

We prefer to describe the Lalanne–Kreweras involution using the language of par-
tially ordered sets (posets). For P a poset, we use A(P) to denote the set of an-
tichains of P. We use the standard notations [a, b] := {a, a + 1, . . . , b} for intervals,
and [n] := [1, n]. Let An denote the poset whose elements are the non-empty inter-
vals [i, j] ⊆ [n] for 1 6 i 6 j 6 n, ordered by containment. (This poset is isomorphic
to the root poset of the Type A root system, hence the name.) There is a standard
bijection between Dyckn+1 and A(An) which is depicted in Figure 2. Under this bijec-
tion, the number of valleys of the Dyck path becomes the cardinality of the antichain,
and major index becomes maj(A) :=

∑
[i,j]∈A(i+ j).

A set of intervals A = {[i1, j1], . . . , [ik, jk]} is an antichain of An if and only if:
• 1 6 i1 < · · · < ik 6 n,
• 1 6 j1 < · · · < jk 6 n,
• and i` 6 j` for all 1 6 ` 6 k.

The Lalanne–Kreweras involution LK: A(An) → A(An), thought of as an involu-
tion on antichains via the bijection depicted in Figure 2, sends such an antichain to
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LK(A) := {[i′1, j′1], . . . , [i′m, j′m]}, where

{i′1 < · · · < i′m} := [n] r {j1, . . . , jk},
{j′1 < · · · < j′m} := [n] r {i1, . . . , ik}.

As an example, the blue Dyck path in Figure 1 corresponds to the four element
antichain A = {[1, 2], [4, 4], [5, 6], [6, 9]} in A(A9). Here {i′1, . . . , i′5} = {1, 3, 5, 7, 8}
and {j′1, . . . , j′5} = {2, 3, 7, 8, 9}. So we have LK(A) = {[1, 2], [3, 3], [5, 7], [7, 8], [8, 9]},
which indeed corresponds to the red Dyck path in the figure.

It is straightforward to verify that LK(A) is an antichain of An, so that this does
define an involution LK: A(An) → A(An). And clearly #A + # LK(A) = n and
# maj(A) + # maj(LK(A)) = n(n + 1) for all A ∈ A(An). This antichain definition
appeared in work of Panyushev [27, 28], who was apparently unaware that this invo-
lution had previously been considered.(1)

To sketch the proof that this antichain definition agrees with the usual Dyck path
definition of the Lalanne–Kreweras involution, consider a Dyck path D with corre-
sponding antichain A. Label the up steps from left to right. Then j, j + 1 is a pair of
consecutive up steps if and only if there is no element of the form [i, j] in A. Likewise
label the down steps from left to right. Then i, i+1 is a pair of consecutive down steps
if and only if there is no element of the form [i, j] in A. Thus, there is an intersection
of the southeast line at the junction of up steps j, j + 1 and the southwest line at the
junction of down steps i, i + 1 (in other words, there is a valley at this intersection
in LK(D)) precisely when [j, i] ∈ LK(A).

In this paper we define piecewise-linear and birational extensions of the Lalanne–
Kreweras involution. Let us briefly explain what this means.

For P a poset we use RP to denote the vector space of real-valued functions on P.
The chain polytope C(P) of P is the polytope of points π ∈ RP satisfying the inequal-
ities

0 6
∑
x∈C

π(x) 6 1 for any chain C = {x1 < · · · < xk} ⊆ P.

Stanley [39] showed that the vertices of C(P) are the indicator functions of the an-
tichains A ∈ A(P), and so we may identify these vertices with antichains.

The tropicalization of a subtraction-free rational expression is the result of replac-
ing +’s by max’s and ×’s by +’s everywhere in this expression; it defines a continuous
and piecewise-linear map. If the rational expression is defined on, e.g. RP

>0 (the set
of positive real-valued functions on P), then its tropicalization will be defined on,
e.g. RP.

Our piecewise-linear and birational extensions of the Lalanne–Kreweras involution
are the maps LKPL and LKB described in the following theorem.

Theorem 1.1. Let κ ∈ R>0 be a parameter. There exists a map LKB : RAn

>0 → RAn

>0
defined by a subtraction-free rational expression for which:

• LKB is an involution;

(1)The first author learned that Panyushev’s involution was the same as the Lalanne–Kreweras
involution at a talk (http://fpsac2019.fmf.uni-lj.si/resources/Slides/205slides.pdf) about
the FindStat project (http://www.findstat.org/) given by Martin Rubey at the FPSAC 2019
conference.
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• for any π ∈ RAn

>0,∏
[i,j]∈An

π([i, j]) ·
∏

[i,j]∈An

LKPL(π)([i, j]) = κn,

∏
[i,j]∈An

π([i, j])i+j ·
∏

[i,j]∈An

LKPL(π)([i, j])i+j = κn(n+1).

Its tropicalization is a piecewise-linear map LKPL : RAn → RAn . In turn, LKPL re-
stricts to a map on the chain polytope C(An) and recovers the combinatorial Lalanne–
Kreweras involution LK: A(An)→ A(An) when restricted to the vertices of C(An).

Figure 3 depicts these maps in the case n = 3. The reader is encouraged to verify
that the map LKB : RA3

>0 → RA3

>0 depicted there satisfies the conditions of Theorem 1.1.
Also observe how LKPL : RA3 → RA3 is the tropicalization of LKB (note that the pa-
rameter κ ∈ R>0 which appears in the definition of LKB becomes the constant 1 when
we tropicalize). Finally, the reader can check that LKPL restricts to the appropriate
map on C(An).

z

x y

u v w

LKB

7−→

xy
x+y

z(x+y)
y

z(x+y)
x

κ
uxz

κ
vz(x+y)

κ
wyz

z

x y

u v w

LKPL

7−→

x+ y − max(x, y)

z + max(x, y) − y z + max(x, y) − x

1 − u− x− z 1 − v − z
− max(x, y)

1 − w − y − z

Figure 3. The piecewise-linear and birational lifts of the Lalanne–
Kreweras involution for A3.

Observe how the second bulleted item in Theorem 1.1 is the birational analog of
the fact that the Lalanne–Kreweras involution exhibits the symmetry of the antichain
cardinality and major index statistics. Thus, our piecewise-linear and birational ex-
tensions retain the key features of LK, namely: being an involution, and exhibiting
these symmetries.

Recently, there has been a great deal of interest in studying piecewise-linear and
birational extensions of constructions from algebraic combinatorics. Indeed, these
piecewise-linear and birational maps are at the core of the growing subfield of dynam-
ical algebraic combinatorics [35]. Our work fits squarely into this research program.

The combinatorial operator whose piecewise-linear and birational lifts have received
the most attention is rowmotion. Rowmotion, RowA : A(P)→ A(P), is the invertible
operator on the set of antichains of a poset P defined by

RowA(A) := ∇({x ∈ P : x 66 y for any y ∈ A})

for all A ∈ A(P), where ∇(X) denotes the set of minimal elements of X.
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It is known [7,20] that rowmotion can alternatively be defined as a composition of
toggles. Toggles are certain simple, local involutions which “toggle” the status of an
element in a set when possible. This toggle perspective turns out to be very useful
for analyzing the behavior of rowmotion. Moreover, in 2013 Einstein and Propp [12]
introduced piecewise-linear and birational extensions of the toggles, and, with these,
piecewise-linear and birational extensions of rowmotion.

Our first step towards defining the piecewise-linear and birational extensions of the
Lalanne–Kreweras involution is to show that LK: A(An)→ A(An) can be written as
a composition of toggles. Actually, we show that LK is a special case of a more general
construction.

For any graded poset P, rowvacuation, RvacA : A(P) → A(P), is another map on
antichains defined as a certain composition of toggles. Rowmotion and rowvacua-
tion are “partner” operators in exactly the same way that promotion and evacuation
are “partner” operators. We recall that promotion and evacuation are two operators
on the set of linear extensions of a poset which were first defined and studied by
Schützenberger [38]. The same basic facts about promotion and evacuation hold for
rowmotion and rowvacuation: rowvacuation is always an involution, just like evacu-
ation is; rowvacuation conjugates rowmotion to its inverse, just like evacuation does
for promotion; etc. This connection explains the name “rowvacuation.”

We show that, in the case P = An, rowvacuation is precisely the Lalanne–Kreweras
involution. This gives us natural candidates for LKPL and LKB, where we simply re-
place the toggles in the definition of rowvacuation with their piecewise-linear and bi-
rational extensions. General properties of the toggles imply that these LKPL and LKB

remain involutions.
Then the final thing is to establish the piecewise-linear and birational analogs of

the fact that the Lalanne–Kreweras involution exhibits the symmetry of the antichain
cardinality and major index statistics. Results of this kind have also been a focus
of recent research in dynamical algebraic combinatorics. More precisely, if ϕ is an
invertible operator acting on a combinatorial set X, and f : X → R is some statistic
on X, then we say that f is homomesic with respect to the action of ϕ on X if the
average of f along every ϕ-orbit is equal to the same constant.

With this terminology, we can say that the antichain cardinality and major index
statistics are homomesic under the Lalanne–Kreweras involution. In fact, there is a
broader collection of homomesies for LK. For 1 6 i 6 n, define hi : A(An)→ Z by

hi(A) := #{j : [i, j] ∈ A}+ #{j : [j, i] ∈ A}.

It is easily seen that hi(A) + hi(LK(A)) = 2 for all A ∈ A(An), i.e. that the average
of hi along any LK-orbit is 1. Furthermore, we have

#A = 1
2(h1(A) + h2(A) + · · ·+ hn(A)),

maj(A) = h1(A) + 2 · h2(A) + · · ·+ n · hn(A).

Any linear combination of homomesies is again a homomesy. Thus, the antichain
cardinality and major index homomesies for LK follow from the hi homomesies.

We show that the (piecewise-linear and birational analogs of) the hi homomesies
extend to LKPL and LKB. We do this via a careful analysis of a certain embedding of
the triangle-shaped poset An into the rectangle poset [n + 1]× [n + 1]. From now on
we will not separately emphasize the antichain cardinality and major index statistics,
and instead focus on the more general hi statistics.

Here is the outline of the rest of the paper. In Section 2 we review rowmotion, tog-
gling, and rowvacuation for arbitrary graded posets. Rowvacuation was first defined,
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briefly, in [19]. We spend more time explaining its basic properties here. Also, rowvac-
uation was previously defined in its order filter variant RvacF ; we need the antichain
variant of rowvacuation, so we review in depth the translation between these two.
In Section 3, we prove that rowvacuation for the poset An is the Lalanne–Kreweras
involution. We do this by showing that they both satisfy the same recurrence. In
Section 4 we establish the homomesies for piecewise-linear and birational rowvacu-
ation of An. There are two main ingredients to our proof: a rowmotion-equivariant
embedding of RAn

>0 into R[n+1]×[n+1]
>0 due to Grinberg and Roby [14]; and a result of

Roby and the second author [22] which says that under rowmotion of the rectangle,
a certain associated vector, called the “Stanley–Thomas word,” rotates. In Section 5
we consider the poset Bn, the root poset of the Type B root system, which is obtained
from A2n−1 by “folding” it along its vertical axis of symmetry. In Section 6 we discuss
some related enumeration: counting fixed points of the various operators we consider
here. Finally, in Section 7 we briefly discuss some directions for future research.

2. Rowmotion, toggling, and rowvacuation: definitions and
basics

In this section we review the basics concerning rowmotion, toggling, and rowvacuation,
including their piecewise-linear and birational extensions.

We assume familiarity with the standard terms and notations associated with
posets, as discussed for instance in [41, Ch. 3]. All the results in this section will
hold for any finite(2) graded poset, not just the poset An relevant to the discussion in
Section 1. So throughout this section, P will denote a graded poset of rank r, that is,
a poset P with a rank function rk : P→ Z>0 satisfying

• rk(x) = 0 for any minimal element x;
• rk(y) = rk(x) + 1 if xl y;
• every maximal element x has rk(x) = r.

For example, An is a graded poset of rank n− 1, with rk([i, j]) = j − i for [i, j] ∈ An.
For 0 6 i 6 r, we use Pi := {p ∈ P : rk(p) = i} to denote the ith rank of P.

We will constantly work with the following three families of subsets of posets.
• An order filter (resp. order ideal) of P is a subset F ⊆ P such that if x ∈ F
and y > x (resp. y 6 x) in P, then y ∈ F . We use F(P) and J (P) to denote
the sets of order filters and order ideals of P, respectively.
• An antichain of P is a subset A ⊆ P in which any two elements are incompa-
rable. We denote the set of antichains of P by A(P).

We proceed to define the various operators on these sets. Because we are interested
in both rowmotion and rowvacuation, in both their order filter and antichain incarna-
tions, and at the combinatorial, the piecewise-linear, and birational levels, we have a
total of 2× 2× 3 = 12 maps to discuss. In order to avoid duplication when explaining
the basic properties of these maps, we will give proofs only at the birational level
(which is the most general).

2.1. Rowmotion. Rowmotion is an invertible operator that is defined on F(P), or
equivalently on A(P). Each rowmotion map can be described in two ways. The first
is as a composition of the following three bijections:

• complementation Θ: 2P → 2P, where Θ(S) := P r S (so Θ sends order ideals
to order filters and vice versa);

• up-transfer ∆: J (P) → A(P), where ∆(I) denotes the set of maximal ele-
ments of I;

(2)Throughout all posets will be finite, and we will drop this adjective from now on.
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• down-transfer ∇ : F(P) → A(P), where ∇(F ) denotes the set of minimal
elements of F .

Evidently, Θ−1 = Θ. Also note that, for an antichain A ∈ A(P),

∆−1(A) = {x ∈ P : x 6 y for some y ∈ A}

and similarly
∇−1(A) = {x ∈ P : x > y for some y ∈ A}.

Definition 2.1.Order filter rowmotion, denoted RowF : F(P) → F(P), is given by
RowF := Θ ◦∆−1 ◦ ∇.

Definition 2.2.Antichain rowmotion, denoted RowA : A(P) → A(P), is given by
RowA := ∇ ◦Θ ◦∆−1.

Rowmotion was first considered by Brouwer and Schrijver [5] and has had sev-
eral names in the literature; however, the name “rowmotion,” due to Striker and
Williams [44], seems to have stuck. For more on the history of rowmotion see [44]
and [45, §7].

Example 2.3. Below we demonstrate one application of RowF and RowA for the
poset A3.

RowF : ∇7−→ ∆−1

7−→ Θ7−→

RowA : ∆−1

7−→ Θ7−→ ∇7−→

Remark 2.4. It is more common to consider order ideal rowmotion, defined as
RowJ := ∆−1 ◦∇ ◦Θ, instead of order filter rowmotion RowF = Θ ◦∆−1 ◦∇. These
two forms of rowmotion are of course conjugated to one another by Θ. We find it
more convenient to use the order filter perspective here to align with the conventions
in the piecewise-linear and birational realms.

2.2. Order filter toggling. As first discovered by Cameron and Fon-Der-
Flaass [7], an equivalent way to describe order filter rowmotion RowF is in terms of
simple involutions called toggles. (They actually defined toggles on order ideals not
order filters, but again this is simply a choice of convention.)

Definition 2.5. Let p ∈ P. Then the order filter toggle at p, tp : F(P) → F(P), is
defined by

tp(F ) :=


F ∪ {p} if p 6∈ F and F ∪ {p} ∈ F(P),
F r {p} if p ∈ F and F r {p} ∈ F(P),
F otherwise.

The order filter toggle group of P is the group generated by {tp : p ∈ P}. Some
basic properties of toggles are that each toggle tp is an involution, and for p, q ∈ P,
we have tptq = tqtp if and only if neither p nor q covers the other.

Recall that a linear extension of P is a listing (x1, x2, . . . , xn) containing every
element of P exactly once, and for which xi < xj implies that i < j.

Proposition 2.6 ([7, Lem. 1]). Let (x1, x2, . . . , xn) be any linear extension of P. Then
RowF = tx1tx2 · · · txn

.
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Example 2.7. Let us demonstrate Proposition 2.6 on the poset A3. With the labels
below, (a, b, c, d, e, f) is a linear extension. We can see RowF = tatbtctdtetf when
applied to the same order filter considered in Example 2.3.

f

d e

a b c

tf7−→
f

d e

a b c

te7−→
f

d e

a b c

td7−→
f

d e

a b c

tc7−→
f

d e

a b c

tb7−→
f

d e

a b c

ta7−→
f

d e

a b c

2.3. Rowvacuation. While rowmotion and toggling can be defined on any poset,
our next action, rowvacuation, is defined only on graded posets.

For 0 6 i 6 r, set
ti :=

∏
p∈Pi

tp.

The order filter rank toggle ti is well defined because toggles of elements of the same
rank commute. Some immediate properties of these rank toggles are recorded in the
next proposition.

Proposition 2.8. For 0 6 i, j 6 r,
• t2

i = 1;
• titj = tjti if |i− j| > 1.

Clearly, RowF = t0t1 · · · tr−1tr. This “row-by-row” (“rank-by-rank”) description
of rowmotion is why it is called “rowmotion.” Rowvacuation is also built out of these
rank toggles.

Definition 2.9.Order filter rowvacuation is the map RvacF : F(P) → F(P) defined
as the following composition of rank toggles

RvacF := (tr)(tr−1tr) · · · (t1t2 · · · tr−1tr)(t0t1t2 · · · tr−1tr).
Order filter dual rowvacuation, DRvacF : F(P)→ F(P), is

DRvacF := (t0)(t1t0) · · · (tr−1 · · · t2t1t0)(trtr−1 · · · t2t1t0).

We use P∗ to denote the dual poset to a poset P. There is an obvious duality
∗ : F(P) → F(P∗) between the order filters of P and of P∗; namely, F ∗ := Θ(F )
for all F ∈ F(P). An alternative way to define dual rowvacuation is by setting
DRvacF (F ) := RvacF (F ∗)∗ for all F ∈ F(P). This explains the “dual” in the name
“dual rowvacuation.”

The following are the basic properties relating rowmotion and rowvacuation which
hold for all graded posets:

Proposition 2.10 (cf. [19]). For any graded poset P of rank r,
• RvacF and DRvacF are involutions;
• RvacF ◦RowF = Row−1

F ◦RvacF ;
• DRvacF ◦RowF = Row−1

F ◦DRvacF ;
• Rowr+2

F = DRvacF ◦RvacF .

So the cyclic group action of RowF extends to a dihedral group action gener-
ated by RowF and RvacF . Proposition 2.10 says that rowmotion and rowvacuation
together satisfy the same basic properties as Schützenberger’s promotion and evac-
uation operators acting on the linear extensions of a poset [38, 40] (hence the name
“rowvacuation”). Regarding the appearance of Rowr+2

F , note that there is always a
RowF orbit of size r + 2: {{p ∈ P : rk(p) 6 i} : i = −1, 0, 1, . . . , rk(P )}.

In the next proposition we show that knowledge of the whole rowmotion orbit of
an order filter lets us read off its rowvacuation.
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Proposition 2.11. Let F ∈ F(P) and p ∈ Pi. Then p ∈ RvacF (F ) if and only if
p ∈ Rowi+1

F (F ).

Example 2.12. Consider the following order filter F in F(A3) (the same one consid-
ered in Example 2.3):

F = .

We compute its first three rowmotion iterates:

RowF7−→ RowF7−→ RowF7−→ .

Then Proposition 2.11 says that we can compute RvacF (F ) by “sewing together” the
ranks from these iterates:

RvacF (F ) = .

Proposition 2.11 is useful for translating information about rowmotion to rowvac-
uation, and vice versa (e.g. see Section 2.8 below).

2.4. Antichain toggling. There is nothing special about order filters in the defini-
tion of toggles. Striker [43] suggested the study of toggles for other families of subsets,
including antichains. Antichain toggling is examined in detail in [20]. The definition
of the antichain toggle is analogous to that of the order filter toggle; though note that
removing an element from an antichain always yields an antichain.

Definition 2.13. Let p ∈ P. Then the antichain toggle at p, τp : A(P) → A(P), is
defined by

τp(A) :=


A ∪ {p} if p 6∈ A and A ∪ {p} ∈ A(P),
Ar {p} if p ∈ A,
A otherwise.

It is straightforward to see that each antichain toggle τp is an involution, as with
the order filter toggles. However, τpτq = τpτq if and only if p and q are incomparable
or equal, which is different from the commutativity conditions for the order filter
toggles. The antichain toggle group of P is the group generated by {τp : p ∈ P}.

Antichain rowmotion can also be expressed as a product of toggles, according to a
linear extension, but in the opposite order as order filter rowmotion.

Proposition 2.14 ([20, Prop. 2.24]). Let (x1, x2, . . . , xn) be any linear extension of P.
Then RowA = τxn

· · · τx2τx1 .

Example 2.15. Let us demonstrate Proposition 2.14 on the poset A3. With the labels
below, (a, b, c, d, e, f) is a linear extension. We can see that RowA = τaτbτcτdτeτf
when applied to the same antichain considered in Example 2.3.

f

d e

a b c

τa7−→
f

d e

a b c

τb7−→
f

d e

a b c

τc7−→
f

d e

a b c

τd7−→
f

d e

a b c

τe7−→
f

d e

a b c

τf7−→
f

d e

a b c
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Since elements of the same rank are incomparable, the antichain rank toggle

τ i :=
∏
p∈Pi

τp,

for 0 6 i 6 r, is well defined. Clearly, RowA = τ rτ r−1 · · · τ 1τ 0.

2.5. Antichain rowvacuation. Instead of considering rowvacuation as an action
on an order filter F ∈ F(P ), we can consider it to be an action on the antichain
∇(F ) ∈ A(P) associated to F .

Definition 2.16.Antichain rowvacuation is the map RvacA : A(P) → A(P) defined
as the following composition of antichain rank toggles

RvacA := (τ r)(τ rτ r−1) · · · (τ rτ r−1 · · · τ 2τ 1)(τ rτ r−1 · · · τ 2τ 1τ 0).
Antichain dual rowvacuation, DRvacA : A(P)→ A(P), is

DRvacA := (τ 0)(τ 0τ 1) · · · (τ 0τ 1τ 2 · · · τ r−1)(τ 0τ 1τ 2 · · · τ r−1τ r).

Again, there is an obvious duality ∗ : A(P) → A(P∗) given by A∗ := A for all
A ∈ A(A), and again we have DRvacA(A) = RvacA(A∗)∗ for all A ∈ A(A).

Of course, we need to show that the antichain version of rowvacuation is equivalent
to its order filter version, which we do in the next proposition. In fact, this proposition
explains the conjugacy between all of the order filter and antichain operators. It also
asserts that RowA and RvacA generate a dihedral action as well.

Proposition 2.17. The following diagrams commute:

F(P)

A(P)

F(P)

A(P)
∇

RowA

RowF

∇

F(P)

A(P)

F(P)

A(P)
∇

RvacA

RvacF

∇

F(P)

A(P)

F(P)

A(P)
∆ ◦Θ

DRvacA

DRvacF

∆ ◦Θ.

(Note that ∆◦Θ = Row−1
A ◦∇.) Hence, the first three bulleted items of Proposition 2.10

hold with F replaced by A.

Finally, we conclude our discussion of rowvacuation at the combinatorial level with
another way to compute rowvacuation. For 0 6 i 6 r, set

P>i :=
r⋃
j=i

Pj .

We now give an inductive description of antichain rowvacuation, where, roughly speak-
ing, we can compute RvacA(A) by restricting A to P>1 and computing rowvacuations
there. More precisely, we have the following:

Lemma 2.18. Let A ∈ A(P) and p ∈ P.
• If p ∈ P0, then p ∈ RvacA(A) if and only if p ∈ τ 0(A) (i.e. if and only if A
does not contain any element q > p).

• If p ∈ P>1, then p ∈ RvacA(A) if and only if p ∈ Row−1
A ◦RvacA(A), where

A := A ∩ P>1 ∈ A(P>1).
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Example 2.19. Consider the following antichain A ∈ A(A3) (the same one considered
in Example 2.3):

A = .

Observe that A3
>1 ' A2 and A3

>2 ' A1. We show how to use Lemma 2.18 to compute
RvacA(A) below.

A1: RvacA7−→ Row−1
A7−→

A2: RvacA7−→ Row−1
A7−→

A3:
RvacA7−→

We will go over a similar example, with more explanation, again in Example 3.2.

2.6. Piecewise-linear lifts. Now we explain the extensions of our actions on F(P)
and A(P) from the combinatorial to the piecewise-linear (PL) realm.

Let P̂ denote the poset obtained from P by adjoining a new minimal element 0̂
and a new maximal element 1̂. Then define the following affine spaces of real-valued
functions on P̂ or P:

FPL
κ (P) := {π ∈ RP̂ : π(0̂) = 0, π(1̂) = κ},

J PL
κ (P) := {π ∈ RP̂ : π(0̂) = κ, π(1̂) = 0},
APL
κ (P) := {π ∈ RP}.

Here κ ∈ R is a parameter. When its value is clear from context, we will use the
shorthands FPL(P), J PL(P), and APL(P). Observe that these three spaces are all
basically the same (and we often implicitly identify them all with RP by forgetting
the values at 0̂ and 1̂); but we think of them separately as the piecewise-linear analogs
of F(P), J (P), and A(P).

There are some important polytopes which live in FPL
1 (P), J PL

1 (P), and APL
1 (P).

Namely:
• the order polytope OP(P) ⊆ FPL

1 (P), where

OP(P) :=
{
π ∈ FPL

1 (P) : π(x) 6 π(y) whenever x 6 y ∈ P̂
}

;

• the order-reversing polytope OR(P) ⊆ J PL
1 (P), where

OR(P) :=
{
π ∈ J PL

1 (P) : π(x) > π(y) whenever x 6 y ∈ P̂
}

;

• the chain polytope C(P) ⊆ APL
1 (P), where

C(P) :=
{
π ∈ APL

1 (P) : 0 6
∑
x∈C

π(x) 6 1 for any chain C ⊆ P
}
.
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Recall that a chain of P is a subset C ⊆ P in which any two elements are comparable.
Some of the inequalities in the above descriptions of these polytopes are redundant;
for example, the facets of the order polytope OP(P) are given by

π(x) 6 π(y) whenever xl y ∈ P̂,

and the facets of the chain polytope C(P) are given by

0 6 π(x) for all x ∈ P,∑
x∈C

π(x) 6 1 for any maximal chain C ⊆ P.

Here by maximal chain we mean a maximal by inclusion chain.
We identify each subset S ⊆ P with its indicator function. With this identification

in mind, Stanley [39] showed that:
• the vertices of OP(P) (resp. of OR(P)) are the F ∈ F(P) (resp. J ∈ J (P)),
• the vertices of C(P) are the A ∈ A(P).

This explains how we transfer information from the piecewise-linear realm to the
combinatorial realm: we specialize (i.e. restrict) to the vertices of these polyotpes.

We proceed to explain the piecewise-linear lifts of rowmotion and toggling intro-
duced by Einstein and Propp [12]. In many cases we use exactly the same notation
as in the combinatorial realms for these piecewise-linear maps, and let context distin-
guish them. Of course, the PL extensions specialize to their combinatorial analogs.

We first explain the PL analog of the definition of rowmotion as the composition
of three bijections. These bijections are:

• complementation Θ: RP̂ → RP̂, with (Θπ)(x) := κ− π(x) for all x ∈ P̂;
• up-transfer ∆: J PL

κ (P)→ APL
κ (P), with

(∆π)(x) := π(x)−max
{
π(y) : xl y ∈ P̂

}
for all x ∈ P;
• down-transfer ∇ : FPL

κ (P)→ APL
κ (P), with

(∇π)(x) := π(x)−max
{
π(y) : y l x ∈ P̂

}
for all x ∈ P.

Evidently, Θ−1 = Θ. Also, note that

(∆−1π)(x) = max
{
π(y1) + π(y2) + · · ·+ π(yk) : x = y1 l y2 l · · ·l yk l 1̂ ∈ P̂

}
= π(x) + max

{
(∆−1π)(y) : xl y ∈ P̂

}
for all x ∈ P, and similarly,

(∇−1π)(x) = max
{
π(y1) + π(y2) + · · ·+ π(yk) : 0̂ l y1 l y2 l · · ·l yk = x ∈ P̂

}
= π(x) + max

{
(∇−1π)(y) : y l x ∈ P̂

}
for all x ∈ P.

Complementation is an involution that maps OP(P) to OR(P) and vice versa.
Down-transfer (which is equivalent to Stanley’s “transfer map” [39]) maps OP(P)
to C(P), while up-transfer maps OR(P) to C(P).

Definition 2.20. PL order filter rowmotion, denoted RowPL
F : FPL(P)→ FPL(P), is

given by RowPL
F := Θ ◦∆−1 ◦ ∇.

Algebraic Combinatorics, Vol. 5 #2 (2022) 238



The birational Lalanne–Kreweras involution

Definition 2.21. PL antichain rowmotion, denoted RowPL
A : APL(P) → APL(P), is

given by RowPL
A := ∇ ◦Θ ◦∆−1.

Next, we go over the toggling description of these maps.

Definition 2.22. Let p ∈ P. Then the PL order filter toggle at p is the map
tp : FPL

κ (P)→ FPL
κ (P) defined by

(tpπ)(x) :=
{
π(x) if x 6= p;
max

{
π(y) : y l x ∈ P̂

}
+ min

{
π(y) : xl y ∈ P̂

}
− π(x) if x = p,

for all x ∈ P.

Definition 2.23. Let p ∈ P. Let MCp(P) denote the set of all maximal chains C ⊆ P
with p ∈ C. Then the PL antichain toggle at p is the map τp : APL

κ (P) → APL
κ (P)

defined by

(τpπ)(x) :=


π(x) if x 6= p;

κ−max

∑
y∈C

π(y) : C ∈ MCp(P)

 if x = p,

for all x ∈ P.

These PL toggles are again involutions and have the same commutativity properties
as their combinatorial analogs. An important observation is that (when κ = 1) the
order toggles tp preserve the order polytopeOP(P); and similarly the antichain toggles
τp preserve the chain polytope C(P). In this case both of these kinds of toggles also
preserve the lattice 1

mZP for any m ∈ Z>0.
The PL versions of rowmotion are built out of these toggles in exactly the same

way as in the combinatorial realm, as shown by Einstein–Propp [12] and the second
author [20]:

Proposition 2.24 (Einstein–Propp [12]; cf. [21, Thm. 5.12]). Let (x1, x2, . . . , xn) be
any linear extension of P. Then RowPL

F = tx1tx2 · · · txn
.

Proposition 2.25 (Joseph [20, Thm. 3.21]). Let (x1, x2, . . . , xn) be any linear exten-
sion of P. Then RowPL

A = τxnτxn−1 · · · τx1 .

Now we define the PL extension of rowvacuation. We need the rank toggles for
these. For 0 6 i 6 r, the PL order filter rank toggle ti : FPL(P)→ FPL(P) is

ti :=
∏
p∈Pi

tp,

and the PL antichain rank toggle τ i : APL(P)→ APL(P) is

τ i :=
∏
p∈Pi

τp.

Clearly, RowPL
F = t0t1 · · · tr and RowPL

A = τ rτ r−1 · · · τ 0.

Definition 2.26. PL order filter rowvacuation, RvacPL
F : FPL(P)→ FPL(P), is

RvacPL
F := (tr)(tr−1tr) · · · (t1t2 · · · tr−1tr)(t0t1t2 · · · tr−1tr).

Definition 2.27. PL antichain rowvacuation, RvacPL
A : APL(P)→ APL(P), is

RvacPL
A := (τ r)(τ rτ r−1) · · · (τ rτ r−1 · · · τ 2τ 1)(τ rτ r−1 · · · τ 2τ 1τ 0).
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We can also define DRvacPL
F and DRvacPL

A similarly as before. All of the basic
properties we discussed earlier concerning the combinatorial versions of rowmotion
and rowvacuation (i.e. Propositions 2.10, 2.11, and 2.17 and Lemma 2.18) continue
to hold for their PL analogs. Rather than restate all of these properties here, we will
state and prove their birational generalizations in Propositions 2.36, 2.37, and 2.38
and Lemma 2.39 below.

2.7. Birational lifts. Now we do everything again in the birational realm. The idea
is to detropicalize the above piecewise-linear maps, that is, everywhere replace max
with addition, and addition with multiplication. (Strictly speaking, detropicalization
is not well-defined because more identities are satisfied by (max,+) than by (+,×),
but in practice there is usually a “natural” way to detropicalize a given expression.)
In this way we will obtain subtraction-free rational expressions. We could work with
K-valued functions on P, where K is an arbitrary field of characteristic zero, and treat
these expressions as rational maps (i.e. defined outside of a Zariski closed set); this is
done in [14, 15]. However, following [12], we find it simpler to work with R>0-valued
functions, for which the values of the subtraction-free rational expressions will be
defined everywhere.

So define the following sets of R>0-valued functions on P̂ or P:

FB
κ (P) :=

{
π ∈ RP̂

>0 : π
(
0̂
)

= 1, π
(
1̂
)

= κ
}
,

J B
κ (P) :=

{
π ∈ RP̂

>0 : π
(
0̂
)

= κ, π
(
1̂
)

= 1
}
,

AB
κ (P) :=

{
π ∈ RP

>0
}
.

Here κ ∈ R>0 is a parameter; we use FB(P), J B(P), AB(P) when its value is clear
from context. Also we often implicitly identify all of these sets with RP

>0 by forgetting
the values at 0̂ and 1̂.

It is well known that “birational identities tropicalize to PL identities,” although,
as mentioned, not vice versa. What this means for us is that if some subtraction-
free birational identity holds on all of FB(P) then its tropicalization – the result
of replacing addition by max, and replacing multiplication by addition, including
replacing the multiplicative identity 1 by the additive identity 0 – holds identically
on all of FPL(P) (and similarly for the other birational/PL spaces). See [12, Lem 7.1]
and [15, Rem. 10] for a precise explanation of tropicalization.

We proceed to describe the birational lifts of rowmotion and toggling introduced
by Einstein and Propp [12]. They will of course tropicalize to their PL analogs. Ev-
erything that follows is directly analogous to what we did at the PL level above.

We first explain the birational analog of the definition of rowmotion as the com-
position of three bijections. These bijections are:

• complementation Θ: RP̂
>0 → RP̂

>0, with (Θπ)(x) := κ

π(x) for all x ∈ P̂;

• up-transfer ∆: J B
κ (P)→ AB

κ (P), with

(∆π)(x) := π(x)∑
xly π(y)

for all x ∈ P;
• down-transfer ∇ : FB

κ (P)→ AB
κ (P), with

(∇π)(x) := π(x)∑
ylx π(y)

for all x ∈ P.
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Evidently, Θ−1 = Θ. Also, note that

(∆−1π)(x) =
∑

x=y1l···lykl1̂

k∏
i=1

π(yi) = π(x) ·
∑
xly

(∆−1π)(y),

for all x ∈ P, and similarly,

(∇−1π)(x) =
∑

0̂ly1l···lyk=x

k∏
i=1

π(yi) = π(x) ·
∑
ylx

(∆−1π)(y),

for all x ∈ P.
Definition 2.28. Birational order filter rowmotion, RowB

F : FB(P) → FB(P), is
RowB

F := Θ ◦∆−1 ◦ ∇.
Definition 2.29. Birational antichain rowmotion, RowB

A : AB(P) → AB(P), is
RowB

A := ∇ ◦Θ ◦∆−1.
Next, we go over the toggling description of these maps.

Definition 2.30. Let p ∈ P. Then the birational order filter toggle at p is the map
tp : FB

κ (P)→ FB
κ (P) defined by

(tpπ)(x) :=


π(x) if x 6= p;∑

ylx π(y)
π(x) ·

∑
xly

1
π(y)

if x = p,

for all x ∈ P.
Definition 2.31. Let p ∈ P. Then the birational antichain toggle at p is the map
τp : AB

κ (P)→ AB
κ (P) defined by

(τpπ)(x) :=


π(x) if x 6= p;

κ∑
C∈MCp(P)

∏
y∈C

π(y)
if x = p,

for all x ∈ P.
These birational toggles are again involutions and have the same commutativity

properties as their combinatorial analogs. The birational versions of rowmotion are
built out of these toggles in exactly the same way as in the combinatorial realm, as
shown by Einstein–Propp [12] and Joseph–Roby [21]:
Proposition 2.32 (Einstein–Propp [12]; cf. [21, Thm. 5.12]). Let (x1, x2, . . . , xn) be
any linear extension of P. Then RowB

F = tx1tx2 · · · txn .
Proposition 2.33 (Joseph–Roby [21, Thm 3.6.]). Let (x1, x2, . . . , xn) be any linear
extension of P. Then RowB

A = τxn
τxn−1 · · · τx1 .

Now we define the birational extension of rowvacuation. For 0 6 i 6 r, the bira-
tional order filter rank toggle ti : FB(P)→ FB(P) is

ti :=
∏
p∈Pi

tp,

and the birational antichain rank toggle τ i : AB(P)→ AB(P) is

τ i :=
∏
p∈Pi

τp.

Clearly, RowB
F = t0t1 · · · tr and RowB

A = τ rτ r−1 · · · τ 0.
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Definition 2.34. Birational order filter rowvacuation, RvacB
F : FB(P)→ FB(P), is

RvacB
F := (tr)(tr−1tr) · · · (t1t2 · · · tr−1tr)(t0t1t2 · · · tr−1tr).

Birational order filter dual rowvacuation, DRvacB
F : FB(P)→ FB(P), is

DRvacB
F := (t0)(t1t0) · · · (tr−1 · · · t2t1t0)(trtr−1 · · · t2t1t0).

Definition 2.35. Birational antichain rowvacuation, RvacB
A : AB(P)→ AB(P), is

RvacB
A := (τ r)(τ rτ r−1) · · · (τ rτ r−1 · · · τ 2τ 1)(τ rτ r−1 · · · τ 2τ 1τ 0).

Birational antichain dual rowvacuation, DRvacPL
A : AB(P)→ AB(P), is

DRvacB
A := (τ 0)(τ 0τ 1) · · · (τ 0τ 1τ 2 · · · τ r−1)(τ 0τ 1τ 2 · · · τ r−1τ r).

Again we have dualities ∗ : FB(P) → FB(P) and ∗ : AB(P) → AB(P) given by
π∗ := Θ(π) and π∗ := π, respectively; and again we have DRvacB

F (π) = RvacB
F (π∗)∗

and DRvacB
A(π) = RvacB

A(π∗)∗.
All of the basic properties we discussed earlier concerning the combinatorial

versions of rowmotion and rowvacuation (i.e. Propositions 2.10, 2.11, and 2.17 and
Lemma 2.18) continue to hold for their birational analogs:

Proposition 2.36. For any graded poset P of rank r,
• RvacB

F and DRvacB
F are involutions;

• RvacB
F ◦RowB

F = (RowB
F )−1 ◦ RvacB

F ;
• DRvacB

F ◦RowB
F = (RowPL

F )−1 ◦DRvacB
F ;

• (RowB
F )r+2 = DRvacB

F ◦RvacB
F .

Proposition 2.37. For π ∈ FB(P) and x ∈ Pi, (RvacB
F π)(x) = ((RowB

F )i+1π)(x).

Proposition 2.38. The following diagrams commute:

FB(P)

AB(P)

FB(P)

AB(P)

∇

RowB
A

RowB
F

∇

FB(P)

AB(P)

FB(P)

AB(P)

∇

RvacB
A

RvacB
F

∇

FB(P)

AB(P)

FB(P)

AB(P)

∆ ◦Θ

DRvacB
A

DRvacB
F

∆ ◦Θ.

(Note that ∆ ◦ Θ = (RowB
A)−1 ◦ ∇.) Hence the first three bulleted items in Proposi-

tion 2.36 hold with F replaced by A.

Lemma 2.39. Let π ∈ AB
κ (P) and x ∈ P.

• If x ∈ P0, then (RvacB
A π)(x) = (τ 0π)(x).

• If x ∈ P>1, then (RvacB
A π)(x) =

(
(RowB

A)−1 ◦ RvacB
A π
)
(x), where π is the

restriction π := π|P>1∈ AB
κ (P>1).
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We now finally give the proofs of Propositions 2.36, 2.37, and 2.38 and of
Lemma 2.39 (which will imply via tropicalization and specialization the analogous
results at the piecewise-linear and combinatorial level, whose proofs we omitted
above).

Proof of Proposition 2.36. As explained in [40], the promotion and evacuation op-
erators acting on the linear extensions of a poset can be written as compositions of
involutions ti which have exactly the same form as those defining rowmotion and row-
vacuation. The proof of the analog of Proposition 2.36 for promotion and evacuation
which Stanley gives in [40, Thm. 2.1] only uses the facts that t2

i = 1 and titj = tjti
for |i − j| > 1, i.e. it amounts to a computation in the corresponding “right-angled
Coxeter group.” (Note that these basic properties of the rank toggles, which we stated
in Proposition 2.8, continue to hold at the birational level.) Therefore, the proof of
Proposition 2.36 is the same as the proof of [40, Thm. 2.1]. �

Proof of Proposition 2.37. First note that

(RvacB
F π)(x) =

(
(ti · · · tr−1tr) · · · (t1t2 · · · tr−1tr)(t0t1t2 · · · tr−1tr)π

)
(x).

We will prove the stronger claim that for any y ∈ Pj with j > i,(
(ti · · · tr−1tr) · · · (t1t2 · · · tr−1tr)(t0t1t2 · · · tr−1tr)π

)
(y) = ((RowB

F )i+1π)(y).

This is clear for i = 0. We proceed by induction on i.
The key point is that when applying a toggle tp to a π ∈ FB(P), all that

matters for determining the value (tp π)(p) is π(q) for q that are either equal
to, are covered by, or cover p. In particular, for an element y of rank j, all that
matters is the values at elements of rank > j − 1. By our induction hypothesis,
(ti−1 · · · tr−1tr) · · · (t1t2 · · · tr−1tr)(t0t1t2 · · · tr−1tr)π agrees with (RowB

F )iπ at ele-
ments of rank > i− 1. Hence, viewing RowB

F = t0t1t2 · · · tr−1tr as a composition of
toggles, we see that (ti · · · tr−1tr) · · · (t1t2 · · · tr−1tr)(t0t1t2 · · · tr−1tr)π agrees with
(RowB

F )i+1π at elements of rank > i, as claimed. �

Proof of Proposition 2.38. The commutativity of the leftmost diagram is immediate
from the definitions of RowB

F and RowB
A as compositions of the maps Θ, ∆, ∇, and

their inverses. So we proceed to prove the commutativity of the middle and rightmost
diagrams.

We will prove the commutativity of the right diagram; the commutativity of the left
diagram will then follow from consideration of the dual poset P∗. (Note also that we
could define RowB

F and RowB
A as compositions of toggles, and prove their conjugacy

via ∇ using an argument similar to what follows.)
There is an isomorphism between the order filter and antichain toggle groups.

Specifically, as explained in [21, Thm. 3.12], if we set

τ ∗i := t0t1 · · · ti−1titi−1 · · · t1t0,

then the following diagram commutes:

FB(P)

AB(P)

FB(P)

AB(P)
∆ ◦Θ

τ i

τ ∗i

∆ ◦Θ.

That is, τ ∗i is a composition of order filter rank toggles tj that mimics the action of
the antichain rank toggle τ i.
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Thus, to prove that the right diagram commutes, it suffices to show that

(τ ∗0)(τ ∗0τ ∗1) · · · (τ ∗0τ ∗1τ ∗2 · · · τ ∗r−1)(τ ∗0τ ∗1τ ∗2 · · · τ ∗r−1τ ∗r) = DRvacB
F ,

where we recall that

DRvacB
F = (t0)(t1t0) · · · (tr−1 · · · t2t1t0)(trtr−1 · · · t2t1t0).

To do this, we use induction to show that, for any 0 6 k 6 r,

τ ∗0τ ∗1 · · · τ ∗k−1τ ∗k = tktk−1 · · · t1t0.

By definition, the base case τ ∗0 = t0 is true. Now assume that τ ∗0τ ∗1 · · · τ ∗k−1τ ∗k =
tktk−1 · · · t1t0. Then

τ ∗0τ ∗1 · · · τ ∗k−1τ ∗kτ ∗k+1 = (tktk−1 · · · t1t0)(t0t1 · · · tk−1tktk+1tktk−1 · · · t1t0)
= tk+1tktk−1 · · · t1t0,

as required. �

Proof of Lemma 2.39. From the definition

RvacB
A = (τ r)(τ rτ r−1) · · · (τ rτ r−1 · · · τ 2τ 1)(τ rτ r−1 · · · τ 2τ 1τ 0)

the statement about when x ∈ P0 is immediate. We now focus on the case x ∈ P>1.
For 0 6 i 6 r, define

RowB
F,>i := titi+1 · · · tr,

RvacB
F,>i := (tr)(tr−1tr) · · · (ti+1ti+2 · · · tr−1tr)(titi+1ti+2 · · · tr−1tr),

RowB
A,>i := τ rτ r−1 · · · τ i,

RvacB
A,>i := (τ r)(τ rτ r−1) · · · (τ rτ r−1 · · · τ i+2τ i+1)(τ rτ r−1 · · · τ i+2τ i+1τ i).

The same arguments as in the proof of Proposition 2.36 imply that

RvacB
F,>i ◦RowB

F,>i = (RowB
F,>i)−1 ◦ RvacB

F,>i .

And the same arguments as in the proof of Proposition 2.38 imply that the following
diagrams commute:

FB(P)

AB(P)

FB(P)

AB(P)

∇

RowB
A,>i

RowB
F,>i

∇

FB(P)

AB(P)

FB(P)

AB(P)

∇

RvacB
A,>i

RvacB
F,>i

∇ .

Hence, we also have

RvacB
A,>i ◦RowB

A,>i = (RowB
A,>i)−1 ◦ RvacB

A,>i .

Therefore,

RvacB
A = (τ r)(τ rτ r−1) · · · (τ rτ r−1 · · · τ 2τ 1)(τ rτ r−1 · · · τ 2τ 1τ 0)

= RvacB
A,>1 ◦RowB

A,>1 ◦τ 0

= (RowB
A,>1)−1 ◦ RvacB

A,>1 ◦τ 0

= (τ 1 · · · τ r−1τ r) ◦ (τ r)(τ rτ r−1) · · · (τ rτ r−1 · · · τ 2τ 1) ◦ (τ 0).
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Now we come to the key claim in the proof, which is that for any σ ∈ AB(P) and
p ∈ P>1,

((τ 1 · · · τ r−1τ r)(τ r)(τ rτ r−1) · · · (τ rτ r−1 · · · τ 2τ 1)σ)(p)
= ((τ 1 · · · τ r−1 τ r)(τ r)(τ r τ r−1) · · · (τ r τ r−1 · · · τ 2 τ 1)σ)(p),

where σ := σ|P>1∈ AB(P>1) and the τ i : AB(P>1)→ AB(P>1) denote the analogous
antichain rank toggles for P>1. Taking σ := τ 0π, this will complete the proof the
lemma because it is precisely this composition of the τ i which constitute the map
(RowB

A)−1 ◦ RvacB
A : AB(P>1)→ AB(P>1).

Actually, we will prove an even stronger claim. Namely: let T be any composition
of the τ i, where all i > 2, and T the corresponding composition of the τ i; then we
have (τ 1Tτ 1σ)(p) = (τ 1 T τ 1 σ)(p) for any σ ∈ AB(P) and p ∈ P>1. Setting

T := (τ 2 · · · τ r−1 τ r) ◦ (τ r)(τ r τ r−1) · · · (τ r τ r−1 · · · τ 2)
recovers the previous claim.

We proceed to prove the stronger claim. For any p ∈ P>1, we have

(τ 1σ)(p) =


(τ 1 σ)(p)∑
qlp σ(q) if p ∈ P1;

(τ 1 σ)(p) if p ∈ P>2.

Moreover, we continue to have

(Tτ 1σ)(p) =


(T τ 1 σ)(p)∑

qlp σ(q) if p ∈ P1;

(T τ 1 σ)(p) if p ∈ P>2,

for all p ∈ P>1. This can be seen inductively: the point is that whenever a term of
∗∑

rlq
σ(r)

for some q ∈ P>1 appears as a result of one of the toggles in T, it will come

multiplied by a term of
∑
rlq σ(r) which cancels the denominator (since all maximal

chains that pass through q pass through one of the r with r l q). Finally, when we
apply τ 1 to Tτ 1σ, we will cancel all terms of (

∑
rlq σ(r))−1 for q ∈ P>1. So indeed

we will have (τ 1Tτ 1σ)(p) = (τ 1 T τ 1 σ)(p) for all p ∈ P>1, as claimed. �

2.8. Homomesies for rowmotion and rowvacuation. Before we end this sec-
tion, we want to explain one more fact which holds for all graded posets P. This fact
is about homomesies for rowmotion and rowvacuation, specifically, about transfer-
ring homomesies for rowvacuation to rowmotion. We discussed homomesies briefly in
Section 1, but let us review the definition now.

Definition 2.40. Let ϕ be an invertible operator acting on a set X. We say that a
statistic f : X → R is homomesic with respect to the action of ϕ on X if for every
finite(3) ϕ-orbit O, the average 1

#O
∑
x∈O f(x) is equal to the same constant. If this

constant is c ∈ R then we say f is c-mesic.

The preceding definition is the correct notion of homomesy for combinatorial and
PL maps, but for birational maps we need to work “multiplicatively.”

(3)When X is finite, for example X = F(P) or A(P), then of course every ϕ-orbit will be finite.
But, e.g. piecewise-linear and birational rowmotion tend to have infinite order and infinite orbits.
We could work with a more robust definition of homomesy which also considers the infinite orbits by
taking limits in some way, but then we would have to worry about issues of convergence. However,
these issues will not really concern us because, for the very special families of posets that we most
care about like An and [a]× [b], piecewise-linear and birational rowmotion have finite order and hence
finite orbits.
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Definition 2.41. Let ϕ be an invertible operator acting on a set X. We say that a
statistic f : X → R>0 is multiplicatively homomesic with respect to the action of ϕ
on X if for every finite ϕ-orbit O, the multiplicative average

(∏
x∈O f(x)

) 1
#O is equal

to the same constant. (Here we take positive nth roots.) If this constant is c ∈ R>0
then we say f is multiplicatively c-mesic.

The systematic investigation of homomesies was initiated by Propp and Roby [34].
There has been a particular emphasis on exhibiting homomesies for rowmotion, in-
cluding its piecewise-linear and birational extensions [2,12,16,18,22,25,26,28,34,37].

As we explained in Section 1, our primary objective in the present paper is to study
homomesies for the Lalanne–Kreweras involution (and its PL/birational extensions).
In the next section we will prove the Lalanne–Kreweras involution is the same as
rowvacuation for the poset An. The next lemma explains how we can automatically
transfer some homomesies from rowvacuation to rowmotion. In this way, our main
results in this paper also imply homomesy results for rowmotion of An.

Lemma 2.42. Let P be a graded poset of rank r.
• (Combinatorial version) For 0 6 i 6 r, let gi : F(P) → R be statistics for
which gi(F ) only depends on F ∩ Pi. Then if f :=

∑r
i=0 gi is c-mesic with

respect to the action of RvacF , f is also c-mesic with respect to RowF .
• (PL version) For 0 6 i 6 r, let gi : FPL(P) → R be statistics for which gi(π)
only depends on π |Pi

. Then if f :=
∑r
i=0 gi is c-mesic with respect to the

action of RvacPL
F , f is also c-mesic with respect to RowPL

F .
• (Birational version) For 0 6 i 6 r, let gi : FB(P) → R>0 be statistics for
which gi(π) only depends on π |Pi

. Then if f :=
∏r
i=0 gi is multiplicatively

c-mesic with respect to the action of RvacB
F , f is also multiplicatively c-mesic

with respect to RowB
F .

Proof. We prove the birational version.
We have by supposition that for any π ∈ FB(P),(

r∏
i=0

gi(π)
r∏
i=0

gi(RvacB
F π)

) 1
2

= c.

Since gi(π) depends only on the values of π at the ith rank Pi, and since Proposi-
tion 2.37 tells us that (RvacB

F π)(p) = ((RowB
F )i+1π)(p) for all p ∈ Pi, we have(

r∏
i=0

gi(π)
r∏
i=0

gi((RowB
F )i+1π)

) 1
2

= c.

Now let O be a finite RowB
F -orbit. Then from the above we have

c =
∏
π∈O

(
r∏
i=0

gi(π)
r∏
i=0

gi((RowB
F )i+1π)

) 1
2#O

=
(∏
π∈O

r∏
i=0

gi(π)
) 1

2#O
(∏
π∈O

r∏
i=0

gi((RowB
F )i+1π)

) 1
2#O

=
(∏
π∈O

r∏
i=0

gi(π)
) 1

2#O
(∏
π∈O

r∏
i=0

gi(π)
) 1

2#O

=
(∏
π∈O

r∏
i=0

gi(π)
) 1

#O

,
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where from the second to the third lines we used the fact that the product was over
an RowB

F -orbit, so we are free to shift terms by powers of RowB
F . We conclude that∏r

i=0 gi is indeed c-mesic for RowB
F . �

Remark 2.43. Examples of statistics f satisfying the conditions of Lemma 2.42 in-
clude (at the birational level):

• statistics of the form π 7→
∏
p∈P(π(p))cp for coefficients cp ∈ R;

• statistics of the form π 7→
∏
p∈P(∇π(p))cp for coefficients cp ∈ R.

These include all the major kinds of statistics (such as order filter cardinality, antichain
cardinality, etc. ) that prior rowmotion homomesy research has focused on.

Remark 2.44. The argument in the proof of Lemma 2.42 is similar to the “recombi-
nation” technique of Einstein–Propp [12].

3. The Lalanne–Kreweras involution is rowvacuation
In this section, we prove that the Lalanne–Kreweras involution is the same as rowvac-
uation for the poset An. We do this by showing that the Lalanne–Kreweras involution
satisfies the same recursion as rowvacuation (i.e. Lemma 2.18). We have an obvious
isomorphism An>i ' An−i, and via this identification we can consider applying LK
to the restriction A ∩ An>i ∈ A(An−i) of an antichain A ∈ A(An). The recursive
description of LK is then given by the following lemma.

Lemma 3.1. Let A ∈ A(An) and p ∈ An.
• If p ∈ An0 , then p ∈ LK(A) if and only if p ∈ τ 0(A) (i.e. if and only if A does
not contain any element q > p).

• If p ∈ An>1 ' An−1, then p ∈ LK(A) if and only if p ∈ (Row−1
A ◦LK)(A),

where A := A ∩ An>1 ∈ A(An−1).

Before we prove Lemma 3.1, we first go over a detailed example of how it can be
used to recursively compute the Lalanne–Kreweras involution, without reference to
the definition of LK we gave in Section 1.

Example 3.2. Let A = {[2, 3], [3, 4]} ∈ A(A4). We depict this antichain below.

Then LK(A) = {[1, 1], [2, 4]}. We will compute LK(A) using Lemma 3.1 and show
that we obtain this same antichain. For the four elements in the bottom rank, we use
the first bulleted item in Lemma 3.1. This tells us that only the leftmost element of
the bottom row is in LK(A).

Now we consider the non-minimal elements. We chop off the bottom rank and
obtain the following antichain A of A3:

.

We compute LK and then inverse rowmotion on this antichain. If we wish to do this
without using our earlier descriptions of LK, then we use Lemma 3.1 again, considering
separately the bottom rank and the other elements.

Continuing in this way, we actually need to begin with just the top rank. We start
with the empty antichain of the single-element poset A1 and compute LK and
then inverse rowmotion on this. Then we move up to A2 and so on recursively. This
computation is done in Figure 4. We indeed obtain LK(A) = {[1, 1], [2, 4]}.
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A1:
LK Row−1

A

A2:
LK Row−1

A

A3:
LK Row−1

A

A4:
LK

Figure 4. Goes with Example 3.2 as an example illustrating Lemma 3.1.

In order to prove Lemma 3.1, we use the following description of inverse rowmotion
on A(An) due to Panyushev [28].

Proposition 3.3 ([28, Proof of Thm. 3.2]). Let A = {[i1, j1], [i2, j2], · · · , [ic, jc]} with
i1 < i2 < · · · < ic be an antichain of An. We will represent A by a matrix[

i1 i2 · · · ic
j1 j2 · · · jc

]
where each column is an element of A. Now consider the matrix[

1 i1 + 1 i2 + 1 · · · ic + 1
j1 − 1 j2 − 1 · · · jc − 1 n

]
.

There may be some invalid columns consisting of an entry k above an entry k − 1.(4)

Remove any invalid columns, and the remaining matrix corresponds to Row−1
A (A).

Example 3.4. Consider the antichain A = {[2, 3], [4, 4], [5, 5]} ∈ A(A5). We take the

matrix
[
2 4 5
3 4 5

]
and transform it to

[
1 3 5 6
2 3 4 5

]
as in Proposition 3.3. However, the

rightmost two columns are both invalid. Removing these, we see that Row−1
A (A) =

(4)If 2 6 k 6 n, this happens exactly when [k − 1, k − 1] and [k, k] are both in the original
antichain A. If k = 1, this happens exactly when [1, 1] ∈ A. If k = n+ 1, this happens exactly when
[n, n] ∈ A.
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{[1, 2], [3, 3]}, as shown below.

Row−1
A

Proof of Lemma 3.1. Let A = {[i1, j1], [i2, j2], · · · , [ic, jc]} ∈ A(An) and [i, j] ∈ An.
We will first prove the first bulleted item. Let [i, j] be a minimal element of An. So
i = j. Suppose there is no v ∈ A with v > [i, i]. The elements of An that are > [i, i]
are those of the form [k, `] with k 6 i 6 `, so A contains no such element. Thus, there
exists h for which is, js < i for all s 6 h, and is, js > i for all s > h+ 1. Now consider
LK(A). We have

{i′1 < i′2 < · · · < i′m} = [n] r {j1, j2, . . . , jc},
{j′1 < j′2 < · · · < j′m} = [n] r {i1, i2, . . . , ic}.

So i′s, j′s < i for all s 6 i− 1− h, i′s, j′s > i for all s > i+ 1− h, and i′i−h = j′i−h = i.
So [i, i] ∈ LK(A).

On the other hand, suppose [i, i] ∈ LK(A). Then there is some h ∈ [c] such that
i′h = j′h = i. So i′s, j′s < i for all s < h and i′s, j′s > i for all s > h. Therefore, is, js < i
for all s 6 i−h and is, js > i for all s > i−h. This means that A cannot contain any
[k, `] with k 6 i 6 `; these are exactly the elements that are > [i, i] in An.

Now let us consider elements of An that are not minimal; these have the form
[i, j] with j > i. Name the elements A as [ı1, 1], [ı2, 2], · · · [ık, k]. Due to the shift in
indexing between An−1 and the subposet of An containing all non-minimal elements,
these are the intervals of the form [ih, jh − 1] where [ih, jh] ∈ A with ih 6= jh. We can
represent this as the columns of the matrix[

ı1 ı2 · · · ık
1 2 · · · k

]
.

Now LKAn−1(A) can be represented by a matrix, where we take the matrix for A and
we complement the bottom (resp. top) row from [n − 1] and make it the new top
(resp. bottom) row, with each row’s elements listed in increasing order. We can write
this new matrix as

M =
[
ı′1 ı
′
2 · · · ı′`

′1 
′
2 · · · ′`

]
.

The top row {ı′1, ı′2, · · · , ı′`} of M contains each element i′h − 1 except if 1 is some i′h
then it does not contain 1 − 1 = 0. The bottom row {′1, ′2, · · · , ′`} of M contains
each element j′h except n if n is some j′h. However, since [ı1, 1], [ı2, 2], · · · [ık, k] does
not necessarily contain all [ih, jh − 1], just the ones for which ih 6= jh, the top row
of M can contain extra elements in addition to all i′h − 1, and similarly the bottom
row of M can contain extra elements that are not j′h. These extra elements come in
pairs s− 1, s with an s− 1 in the top row one spot northwest of an s. Thus we apply
antichain rowmotion, to LKAn−1(A); by Proposition 3.3 we delete the invalid columns
of the matrix

N =
[

1 ı′1 + 1 ı′2 + 1 · · · ı′` + 1
′1 − 1 ′2 − 1 · · · ′` − 1 n− 1

]
to get RowA(LKAn−1(A)). All of the “extra” elements mentioned previously lie in
these deleted columns. We see that, if i 6= j, then [i, j] ∈ LK(A) if and only if [i, j−1]
is not a deleted column of N . �

Theorem 3.5. For every A ∈ A(An), LK(A) = RvacA(A).

Proof. This follows immediately from Lemma 2.18 and Lemma 3.1. �
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Remark 3.6. From Theorem 3.5 and Proposition 2.17 it follows that LK ◦RowA =
Row−1

A ◦LK. This was proved earlier by Panyushev [28, Thm. 3.5].

So now we have natural candidates for the PL and birational extensions of the
Lalanne–Kreweras involution: PL and birational rowvacuation of An.

Definition 3.7. The PL Lalanne–Kreweras involution is

LKPL := RvacPL
A : APL(An)→ APL(An).

Definition 3.8. The birational Lalanne–Kreweras involution is

LKB := RvacB
A : AB(An)→ AB(An).

From the general properties of rowvacuation we explained in Section 2, we know
that LKPL and LKB are involutions. By their construction as compositions of toggles,
LKB tropicalizes to LKPL, and (when κ = 1) LKPL preserves the chain polytope
C(An) and restricts to LK on the vertices of C(An).(5) So we have already established
much of Theorem 1.1; what remains to do is to establish the second bulleted item in
that theorem (i.e. the homomesy properties of LKB), which we do in Section 4.

We end this section by giving an example, like Example 3.2, of how the recursive
descriptions of antichain rowvacuation can be used to compute LKB: in Figure 5 we
illustrate the use of Lemma 2.39 to compute LKB on a generic labeling of A4; notice
that along the way we compute how LKB acts on a generic labeling of A1, A2, and
A3 as well.

4. Homomesies for the Lalanne–Kreweras involution
In this section we prove the homomesy results for the piecewise-linear and birational
Lalanne–Kreweras involution. For conciseness we work exclusively at the birational
level.

Recall from Section 1 the statistics hi : A(An)→ R, for 1 6 i 6 n, given by

hi(A) := #{j : [i, j] ∈ A}+ #{j : [j, i] ∈ A}.

And recall that the antichain cardinality and major index statistics are linear combi-
nations of the hi:

#A = 1
2(h1(A) +h2(A) + · · ·+hn(A)); maj(A) = h1(A) + 2h2(A) + · · ·+nhn(A).

Any linear combination of homomesies is again a homomesy; so in terms of under-
standing the homomesies of LK it suffices to concentrate on the hi.

We define the birational analogs hB
i : AB(An)→ R, for 1 6 i 6 n, to be

hB
i (π) :=

∏
i6j6n

π([i, j]) ·
∏

16j6i
π([j, i]).

In exactly the same way that antichain cardinality and major index are linear com-
binations of the hi at the combinatorial level, the birational analogs of antichain
cardinality and major index (i.e. the statistics appearing in the second bulleted item
in Theorem 1.1) are multiplicative combinations of the hB

i .
The main result we prove in this section is:

Theorem 4.1. The statistics hB
i are all multiplicatively κ-mesic with respect to the

action of LKB on AB
κ (An).

(5)In fact, LKPL restricts to an action on the finite set 1
m
ZAn ∩ C(An) for all m ∈ Z>0; see

also Remark 6.6.
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A1: z
LKB

κ
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(RowB
A)−1

z
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x y

LKB z
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xz

κ
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(RowB
A)−1

xy
x+y

(x+y)z
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x

A3:
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x y

u v w

LKB

xy
x+y
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κ
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κ
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κ
wyz

(RowB
A)−1

uvw
uv+uw+vw
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LKB

uvw
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w(ux+vx+vy)

(uv+uw+vw)xy
u(vx+vy+wy)
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(vx+vy+wy)z
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κ
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κ
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κ
s(vx+vy+wy)z

κ
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Figure 5. LKB for posets up to A4.

Example 4.2. Consider the generic labeling π ∈ AB(A3) shown in Figure 3. As seen
in that figure,

h2(π) · h2
(

LKB(π)
)

= v2xy

(
κ

vz(x+ y)

)2
· z(x+ y)

y
· z(x+ y)

x
= κ2.
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Since, as just mentioned, the birational analogs of antichain cardinality and major
index are multiplicative combinations of the hB

i , their homomesy under LKB follows
from Theorem 4.1. Hence, when we prove Theorem 4.1 we will have completed the
proof of Theorem 1.1.

As mentioned in Section 1, the combinatorial version of Theorem 4.1 is easy to see
from the definition of LK we gave in that section. However, we do not know of any
straightforward way to see the birational version of Theorem 4.1. Our proof will use
many intermediary results, including significant results proved in other papers.

Specifically, we will prove Theorem 4.1 by applying a lot of the machinery that has
been developed over the past several years to understand birational rowmotion. In
fact, we will mostly employ results proved for rowmotion not on the poset An, but on
the rectangle poset (also known as the product of two chains) [a]× [b]. The elements
of [a]× [b] are ordered pairs (i, j) for 1 6 i 6 a, 1 6 j 6 b, with the usual partial order
(i, j) 6 (i′, j′) if i 6 i′ and j 6 j′. (Observe how we use (i, j) for elements of [a]× [b]
but [i, j] for elements of An.) The poset [a] × [b] is graded of rank a + b − 2, with
rk(i, j) = i + j − 2. See Figure 6 for a depiction of the rectangle, and in particular
contrast its coordinate system with that of An, which we saw in Figure 2.

(3, 3)

(3, 2) (2, 3)

(3, 1) (2, 2) (1, 3)

(2, 1) (1, 2)

(1, 1)

Figure 6. How we draw [3]× [3]: note in particular the coordinates.

The rectangle is the poset that has received the most attention with respect to
rowmotion. Grinberg and Roby [14] proved the following remarkable “reciprocity the-
orem” concerning birational rowmotion of [a]× [b]:

Theorem 4.3 (Grinberg and Roby [14, Thm. 32]). For π ∈ FB
κ ([a]× [b]), we have

π(a+ 1− i, b+ 1− j) = κ(
(RowB

F )i+j−1π
)
(i, j)

for all (i, j) ∈ [a]× [b].

Remark 4.4. Thanks to Proposition 2.37, Theorem 4.3 is equivalent to the statement
that RvacB

F on FB
κ ([a]× [b]) is the map π 7→ κ · (180◦ rotation of π)−1. With Propo-

sition 2.36, this implies that RowB
F on FB

κ ([a]× [b]) has order dividing a+ b. See also
the discussion in Section 7.1.

In order to use results about rowmotion of [a] × [b], like Theorem 4.3, to say
something about rowmotion of An, Grinberg and Roby considered a certain embedding
of An into [n + 1]× [n + 1].

Specifically, define ιBA : FB
κ (An)→ FB

4κ2([n + 1]× [n + 1]) by

(ιBAπ)(i, j) =


4κ · π([n+ 2− i, j − 1]) if i+ j > n+ 2;
2κ if i+ j = n+ 2;
κ ·
(
(RvacB

F π)([j, n+ 1− i])
)−1 if i+ j < n+ 2,

Algebraic Combinatorics, Vol. 5 #2 (2022) 252



The birational Lalanne–Kreweras involution

for all (i, j) ∈ [n + 1]× [n + 1]. In other words, to embed π into [n + 1]× [n + 1], ranks
0 through n − 1 are filled with (an upside-down copy of) κ · (RvacB

F π)−1, rank n is
filled with 2κ, and ranks n+ 1 through 2n are filled with 4κ · π.

π =
z

x y

RvacB
F π =

κ(x+y)
xy

κ(x+y)
xz

κ(x+y)
yz

4κπ →

κ(RvacB
F π)−1 →

4κz

4κx 4κy

2κ 2κ 2κ

xz
x+y

yz
x+y

xy
x+y

= ιBAπ

Figure 7. The embedding ιBA of A2 into [3]× [3].

Example 4.5. Figure 7 depicts the embedding ιBA : FB(A2) → FB([3] × [3]) for a
generic π ∈ FB(A2). Observe how to make ιBAπ: a copy of 4κπ is pasted above the mid-
dle rank, the middle rank is filled with 2κ, and an upside-down copy of κ(RvacB

F π)−1

is pasted below the middle rank.

Let Flip : An → An be the poset automorphism defined as Flip([i, j]) := [j, n+1−i]
for all [i, j] ∈ An (this is reflection across the vertical axis of symmetry the way we
have been drawing An). Similarly, define Flip : [n + 1]× [n + 1]→ [n + 1]× [n + 1] to
be the poset automorphism with Flip(i, j) := (j, i) for all (i, j) ∈ [n + 1]× [n + 1] (this
is again reflection across the vertical axis of symmetry). These automorphisms extend
in the obvious way to functions on these posets.

The point of ιBA is the following lemma.

Lemma 4.6 (cf. Grinberg and Roby [14, Lem. 67]). The following properties are sat-
isfied by the embedding ιBA : FB

κ (An)→ FB
4κ2([n + 1]× [n + 1]):

• it is equivariant with respect to Flip and RowB
F , i.e.

Flip ◦ιBA = ιBA ◦ Flip,

RowB
F ◦ιBA = ιBA ◦ RowB

F ;

• its image is {π ∈ FB
4κ2([n + 1]× [n + 1]) : (RowB

F )n+1(π) = Flip(π)}.

Remark 4.7.Note the factors of 2 and 4 which appear in the definition of the embed-
ding ιBA . These factors appear because the elements in [n + 1]× [n + 1] of rank n+ 1
cover two elements of rank n; and similarly the elements of rank n− 1 are covered by
two elements of rank n.

Remark 4.8. The embedding ιBA is similar in spirit to a staircase-into-rectangle em-
bedding considered by Pon and Wang [29]. However, in that paper they worked with
linear extensions (a.k.a., standard Young tableaux) under promotion and evacuation,
rather than order ideals under rowmotion and rowvacuation as we do here.
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Since Lemma 4.6 is essentially proved in [14], we just provide a sketch here.

Proof sketch of Lemma 4.6. For the first bulleted item: the Flip-equivariance is clear.
The RowB

F -equivariance is also easily verified by using the description of RvacB
F in

Proposition 2.37 and considering carefully what applying each rank toggle does (while
in particular bearing Remark 4.7 in mind).

For the second bulleted item: this follows from Theorem 4.3, together with, again,
Proposition 2.37. �

An important consequence of Lemma 4.6 is that (RowB
F )n+1 = Flip for An.

Remember that (from the point of view of Theorem 4.1) we are really interested
in AB(An) and not FB(An). In order to bring AB(An) into the picture, we are going
to need another result from the literature, this time one proved by the second author
and Roby [22].

For π ∈ AB
κ ([a]× [b]), we define the Stanley–Thomas word of π, ST(π) ∈ Ra+b

>0 , to
be the (a+ b)-tuple of positive real numbers whose ith entry is

ST(π)i :=
{∏b

j=1 π(i, j) if 1 6 i 6 a;
κ/
(∏a

j=1 π(j, i− a)
)

if a+ 1 6 i 6 a+ b.

At the combinatorial level, the Stanley–Thomas word was defined, briefly, by Stanley
in [40] and further elucidated by Hugh Thomas; it was used by Propp and Roby [34]
to prove homomesy results for rowmotion acting on A(An). It was then lifted to the
birational level by the second author and Roby [22]. The importance of the Stanley–
Thomas word is the following theorem.

Theorem 4.9 (Joseph–Roby [22, Thm. 3.10]). The Stanley–Thomas word rotates un-
der rowmotion, i.e. for π ∈ AB

κ ([a]× [b]),

ST(RowB
A π)i =

{
ST(π)a+b if i = 1;
ST(π)i−1 if 2 6 i 6 a+ b.

The following proposition and corollary explain why the Stanley–Thomas word is
so useful for our purposes.

Proposition 4.10. For π ∈ AB
κ ([n]× [n]) we have

ST(Flipπ)i =
{
κ/ST(π)n+i if 1 6 i 6 n;
κ/ST(π)i−n if n+ 1 6 i 6 2n.

Proof. This is immediate from the definition of the Stanley–Thomas word. �

Corollary 4.11. For π ∈ AB
κ ([n] × [n]) with (RowB

A)n(π) = Flip(π), we have that
ST(π) = (

√
κ,
√
κ, . . . ,

√
κ) is constantly equal to

√
κ. In particular, for π ∈ FB

κ (An),
we have that ST(∇ιBAπ) = (2κ, 2κ, . . . , 2κ) is constantly equal to 2κ.

Proof. The first sentence is a straightforward combination of Theorem 4.9 and Propo-
sition 4.10. The second sentence then follows from Lemma 4.6 (bearing in mind that∇
commutes with rowmotion and with Flip). �

Example 4.12. This is a continuation of Example 4.5. See what ∇ιBAπ looks like for
a generic element π ∈ FB(A2) on the left in Figure 8. Observe how the product of
entries along any 45◦ or −45◦ diagonal is 2κ, in agreement with Corollary 4.11.
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= ∇π

z
x+y

x y

= ∇RvacB
F π

z
x+y

κ(x+y)
xz

κ(x+y)
yz

z
x+y

x y

2κ(x+y)
xz

2κ
z

2κ(x+y)
yz

z
y

z
x

xy
x+y

∇ιBAπ =

Figure 8. How the embedding ιBA interacts with ∇.

We now have a good understanding of ∇ιBAπ for π ∈ FB(An), and we know that
ιBAπ is built out of π and RvacB

F π; to finish the proof of Theorem 4.1, we need to
understand how∇ιBAπ relates to∇π and∇RvacB

F π. This is explained by the following
proposition.

Proposition 4.13. Let π ∈ FB
κ (An). Then for all 1 6 i 6 n we have:

(a)
∏
i6j6n∇π([i, j]) =

∏
i6j6n∇ιBAπ(n+ 2− i, j + 1);

(b)
∏

16j6i∇π([j, i]) =
∏

16j6i∇ιBAπ(n+ 2− j, i+ 1);
(c) 2

∏
i6j6n∇RvacB

F π([i, j]) =
∏
i6j6n∇ιBAπ(n+ 1− j, i+ 1);

(d) 2
∏

16j6i∇RvacB
F π([j, i]) =

∏
16j6i∇ιBAπ(n+ 2− i, j).

Example 4.14. This is a continuation of Example 4.5. We verify part (b) of Proposi-
tion 4.13 in the case n = 2 by looking at Figure 8 and checking that the product of
the entries circled in blue in ∇ιBAπ is the same as the product of the entries circled
in blue in ∇π, and similarly for the entries circled in red. Actually, the reader will
observe that the top two ranks of ∇ιBAπ are exactly ∇π. Next we verify part (c) of
Proposition 4.13 by checking that the product of the entries circled in green in ∇ιBAπ
is twice the product of the entries circled in green in ∇RvacB

F π, and similarly for the
entries circled in orange. Now the reader will observe that the bottom three ranks
of ∇ιBAπ are not the same as ∇RvacB

F π (for one thing, there are only two ranks in
∇RvacB

F π). Nonetheless, the products along the diagonals still work out exactly as
claimed in Proposition 4.13.

Proof of Proposition 4.13. For (a) and (b): as mentioned in Example 4.14, it is not
hard to see that we in fact have ∇π([i, j]) = ∇ιBAπ(n+ 2− i, j + 1) for all [i, j] ∈ An.
This immediately yields the claim.

For (c) and (d): here we need to be a little more careful. It is easy to see that (c)
and (d) are equivalent via Flip; so let us prove (c). Set π′ := RvacB

F π. We compute

∏
i6j6n

∇RvacB
F π([i, j]) =

∏
i6j6n

∇π′([i, j]) =
∏
i6j6n π

′([i, j])∏
i6j6n−1

(
π′([i, j]) + π′([i+ 1, j + 1])

) .
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Then, denoting Z :=
∏
i6j6n∇ιBAπ(n+ 1− j, i+ 1), we compute

Z =
2κ ·

∏
i+16j6n−1 ι

B
Aπ(n+ 1− j, i+ 1)∏

i6j6n−1
(
ιBAπ(n+ 1− j, i) + ιBAπ(n− j, i+ 1)

)
· ιBAπ(1, i)

=
2κ ·

∏
i6j6n−1 ι

B
Aπ(n− j, i+ 1)∏

i6j6n−1
(
ιBAπ(n+ 1− j, i) + ιBAπ(n− j, i+ 1)

)
· ιBAπ(1, i)

=
2κ ·

∏
i6j6n−1

(
κπ′([i+ 1, j + 1])−1)∏

i6j6n−1
(
κπ′([i, j])−1 + κπ′([i+ 1, j + 1])−1

)
· κπ′([i, n])−1

=
2 ·
∏
i6j6n−1 π

′([i+ 1, j + 1])−1∏
i6j6n−1

(
π′([i, j])−1 + π′([i+ 1, j + 1])−1

)
· π′([i, n])−1

=
2 ·
∏
i6j6n−1

(
π′([i, j]) π′([i+ 1, j + 1])

)
· π′([i, n])∏

i6j6n−1
(
π′([i, j]) + π′([i+ 1, j + 1])

)∏
i6j6n−1 π

′([i+ 1, j + 1])

=
2 ·
∏
i6j6n π

′([i, j])∏
i6j6n−1

(
π′([i, j]) + π′([i+ 1, j + 1])

)
= 2 ·

∏
i6j6n

∇RvacB
F π([i, j]),

where to go from the fourth to fifth lines we used the identity 1
a−1+b−1 = ab

a+b , and to
get the last line we used ∇π′([i, j]) = π′([i,j])

π′([i−1,j])+π′([i,j+1]) for all [i, j] ∈ An. �

We can now prove Theorem 4.1.

Proof of Theorem 4.1. So let π ∈ AB(An) and let 1 6 i 6 n. Set π̃ := ∇−1(π).
Applying parts (a) and (d) of Proposition 4.13 to π̃, we have

2
∏

i6j6n

π([i, j])
∏

16j6i
LKB π([j, i]) =

∏
i6j6n

∇ιBA π̃(n+ 2− i, j + 1)
∏

16j6i
∇ιBA π̃(n+ 2− i, j)

=
∏

16j6n+1
∇ιBA π̃(n+ 2− i, j)

= STn+2−i(∇ιBA π̃) = 2κ,

where in the last equality we used Corollary 4.11. Analogously, we have

2
∏

i6j6n

LKB π([i, j]))
∏

16j6i
π([j, i]) = 2κ.

Hence,
4hB

i (π)hB
i (LKB π) = 4κ2,

and so indeed hB
i is multiplicatively κ-mesic with respect to the action of LKB. �

We have now completed the proof of all the statements in Theorem 1.1.

We conclude this section by discussing homomesies for rowmotion. In Section 2.8 we
saw how homomesies for rowvacuation automatically yield homomesies for rowmotion.
Applying Lemma 2.42 to Theorem 4.1 yields the following corollary.

Corollary 4.15. The statistics hB
i are all multiplicatively κ-mesic with respect to the

action of RowB
A on AB

κ (An).
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Of course, Corollary 4.15 also implies that a multiplicative combination of the hB
i

(such as the birational antichain cardinality or major index) is multiplicatively homo-
mesic under RowB

A. And, via tropicalization and specialization, we can say similarly
for RowPL

A and RowA.
The homomesy of the antichain cardinality statistic for rowmotion acting on the

Type A root poset (in fact, for all root posets) was conjectured by Panyushev [28] and
proved by Armstrong, Stump, and Thomas [2]. This was one of the main motivating
examples for the introduction of the concept of homomesy in [34]. The birational
version of this antichain cardinality homomesy result is proved in [18]. The homomesy
of the major index for rowmotion was observed by Jim Propp (private communication)
and inspired some of our present research. We later learned that the hi homomesies
for rowmotion were previously observed, conjecturally, by David Einstein. We remark
that another way to prove the hi homomesies for rowmotion is to write them as a
linear combination of “rook” statistics plus a linear combination of signed toggleability
statistics, as discussed in [8] (see also [10]).

h2 = 1
7−→

h2 = 1
7−→

h2 = 0
7−→

h2 = 2

h2 = 2

7−→

h2 = 0

7−→

h2 = 1

7−→

h2 = 1

7−→

7−→

h2 = 0
7−→

h2 = 2

7−→

h2 = 2

7−→

h2 = 0

7−→

h2 = 0

←
→

h2 = 2

Figure 9. The three orbits of antichain rowmotion (in the combina-
torial realm) on A4, showing the homomesy of h2 as proved in Corol-
lary 4.15.

Example 4.16. Figure 9 illustrates Corollary 4.15, at the combinatorial level, for A4:
observe h2 = 1[1,2] + 2 · 1[2,2] + 1[2,3] has average 1 across each orbit. (Here for p ∈ P
we use 1p to be the indicator function of a poset element, i.e. 1p(A) is equal to 1 if
p ∈ A and is equal to 0 otherwise.)
Remark 4.17. These hi statistics are directly analogous to statistics studied in [11].
There it was shown that they are homomesic for an action defined as a product of
toggles on noncrossing partitions. The antichains of An correspond to “nonnesting”
partitions. Note that both kinds of partitions are counted by the Catalan numbers.

5. Rowvacuation for the poset Bn

Let G be a subgroup of Aut(P), the group of poset automorphisms of a poset P. The
quotient poset P/G is the poset whose elements are G-orbits of P, with Gp 6 Gq
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whenever p 6 q ∈ P. (Here Gp is the orbit Gp := {g · p : g ∈ G}.) It is well known and
easy to see that this indeed defines a partial order.

B3
B′3

Figure 10. The posets B3 and B′3.

The poset An has a nontrivial automorphism, Flip, which we can quotient by to
produce an interesting poset. Specifically, we define

Bn := A2n−1/〈Flip〉; B′n := A2n/〈Flip〉.
These posets are depicted in Figure 10. The poset Bn is the root poset of the Type B
root system. The poset B′n is not a root poset but shares many similar properties.
The poset Bn (respectively B′n) is graded of rank 2n − 2 (resp. 2n − 1), with rank
functions induced from A2n−1 (resp. A2n).

We can use our knowledge of An to say something about these quotient posets. We
will be more abridged in our discussions of these posets than we were with An above:
for instance, we will not separately emphasize corollaries at the combinatorial level;
and we will not discuss rowmotion (although rowmotion for these posets has been
studied [2, 14,17,18,28]). We will focus on rowvacuation of Bn and B′n.

The key to studying rowvacuation of these quotient posets is the following embed-
ding (cf. [14, §11]). Define ιPL

B : FPL
κ (Bn)→ FPL

κ (A2n−1) by

(ιPL
B π)(p) := π(〈Flip〉p),

for all p ∈ A2n−1. Define ιPL
B : FPL

κ (B′n)→ FPL
κ (A2n) similarly.

Lemma 5.1. The embedding ιPL
B : FPL

κ (Bn) → FPL
κ (A2n−1) is ti-equivariant for any

0 6 i 6 2n− 2; in particular, it is RowPL
F - and RvacPL

F -equivariant. Similarly for the
embedding ιPL

B : FPL
κ (B′n)→ FPL

κ (A2n).

Proof. This is straightforward. �

For 1 6 i 6 2n− 1, define hPL
i : APL(Bn)→ R by

hPL
i (π) :=

∑
i6j62n−1

π(〈Flip〉[i, j]) +
∑

16j6i
π(〈Flip〉[j, i]).

Note that hPL
i = hPL

2n−i. Define hPL
i : B′n → R, for 1 6 i 6 2n, similarly.

Corollary 5.2. The statistics hPL
i : APL

κ (Bn) → R, for 1 6 i 6 2n− 1, are κ-mesic
for RvacPL

A . The same is true for the hPL
i : APL

κ (B′n)→ R.

Proof. For π ∈ APL(Bn), we have

(∇ιPL
B ∇−1π)([i, j]) = π(〈Flip〉[i, j]),

for all [i, j] ∈ A2n−1. Hence hPL
i (π) = hPL

i (∇ιPL
B ∇−1π), and so the result follows from

Theorem 4.1 and Lemma 5.1. �
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We conjecture an additional rowvacuation homomesy for Bn beyond those stated
in Corollary 5.2. Namely, define hPL

∗ : APL(Bn)→ R by

hPL
∗ (π) :=

∑
p∈A2n−1,
Flip(p)=p

π(〈Flip〉p).

Conjecture 5.3. The statistic hPL
∗ : APL

κ (Bn)→ R is κ-mesic for RvacPL
A .

Remark 5.4.Observe that for any π ∈ APL(Bn), we have∑
p∈Bn

π(p) = 1
4
(
hPL

1 + hPL
2 + · · ·+ hPL

2n−1 + hPL
∗
)
.

So Conjecture 5.3 would imply that π 7→
∑
p∈Bn π(p) (i.e. the PL analog of antichain

cardinality) is nκ
2 -mesic for RvacPL

A acting on APL(Bn). At the combinatorial level,
this was shown by Panyushev [27, §5]. Note that for B′n, antichain cardinality is not
homomesic under rowvacuation.

We can try to repeat all of the above at the birational level. However, there is a
technical obstruction having to do with “factors of 2” (we saw factors of 2 were also
an issue in Remark 4.7). Thus, we are only able to replicate the arguments at the
birational level for B′n and not for Bn.

So define ιBB : FB
κ (B′n)→ FB

κ/2(A2n) by

(ιBBπ)(p) := π(〈Flip〉p),
for all p ∈ A2n.

Lemma 5.5. The embedding ιBB : FB
κ (B′n) → FB

κ/2(A2n) is ti-equivariant for any 0 6
i 6 2n− 2; in particular, it is RowB

F - and RvacB
F -equivariant.

Proof. Bearing in mind the factors of 2 issue, this is straightforward. �

For 1 6 i 6 2n, define hB
i : AB(B′n)→ R>0 by

hB
i (π) :=

∏
i6j62n

π(〈Flip〉[i, j]) ·
∏

16j6i
π(〈Flip〉[j, i]).

So hB
i is the natural detropicalization of hPL

i . Note that hB
i = hB

2n+1−i.

Corollary 5.6. The statistics hB
i : AB

κ (B′n) → R>0, for 1 6 i 6 2n, are multiplica-
tively κ-mesic for RvacB

A.

Proof. For π ∈ AB(B′n), we have

(∇ιBB∇−1π)([i, j]) =
{
π(〈Flip〉[i, j])/2 if Flip([i, j]) = [i, j];
π(〈Flip〉[i, j]) if Flip([i, j]) 6= [i, j],

for all [i, j] ∈ A2n. In any hB
i there will be exactly one term corresponding to an [i, j]

with Flip([i, j]) = [i, j]. So the result follows from Theorem 4.1 and Lemma 5.5,
because the 1

2 in this term will exactly cancel with the 1
2 in the κ

2 of FB
κ/2(A2n). �

Even though the embedding technique does not work for Bn at the birational level,
we conjecture that the same rowvacuation homomesies continue to hold. Namely, for
1 6 i 6 2n − 1, define hB

i : AB(Bn) → R>0 similarly to how we did with B′n above;
and define hB

∗ : AB(Bn)→ R>0 as the natural detropicalization of hPL
∗ .

Conjecture 5.7. The statistics hB
i : AB

κ (Bn) → R>0, for 1 6 i 6 2n − 1, and
hB
∗ : AB

κ (Bn)→ R>0, are multiplicatively κ-mesic for RvacB
A.
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6. Some related enumeration
In this section we will consider some enumeration related to the operators we have
been studying. Specifically, we will count fixed points of elements of 〈LK,RowA〉
acting on A(An).

Recall the poset automorphism Flip : An → An, which is reflection across the ver-
tical axis of symmetry. And recall that Lemma 4.6 implies Rown+1

F = Flip for An.
Since ∇ evidently commutes with Flip, as do essentially all the operators we have con-
sidered, we also know that Rown+1

A = Flip for An. (At the combinatorial level this was
conjectured by Panyushev [28] and proved by Armstrong, Stump, and Thomas [2].)
The number of elements of A(An) fixed by Flip, in other words, the number of sym-
metric Dyck paths in Dyckn+1, is well known to be

(
n+1

b(n+1)/2c
)
.

Affirming a conjecture of Bessis and Reiner [3], Armstrong–Stump–Thomas [2]
proved that 〈RowA〉 acting on A(An) exhibits the cyclic sieving phenomenon with
the sieving polynomial being the q-Catalan polynomial Cat(n + 1; q). This means
that the numbers of fixed points of elements of 〈RowA〉 acting on A(An) are given by
plugging roots of unity into Cat(n+ 1; q). We will not go into details about the cyclic
sieving phenomenon, but let us remark that since Cat(n + 1; q) has a nice product
formula, the Armstrong–Stump–Thomas result implies the number of fixed points of
Rowi

A has a nice product formula for any i. The case i = 1 of their result is just the
fact that #A(An) = Cat(n+ 1) = Cat(n+ 1; q := 1); while the case i = n+ 1 recovers
the Flip fixed point count, in agreement with Cat(n+ 1; q := −1) =

(
n+1

b(n+1)/2c
)
.

Since 〈LK,RowA〉 is a dihedral group, elements of the form LK ◦Rowi
A and

LK ◦Rowj
A are conjugate whenever i and j have the same parity. So from the point

of view of fixed point counts, there are two cases we need to consider: LK and
LK ◦RowA.

The case LK was addressed by Panyushev [27].
Theorem 6.1 (Panyushev [27, Thm. 4.6]).

#{A ∈ A(An) : LK(A) = A} =
{

0 if n is odd;
Cat(n/2) if n is even.

Completing the problem of counting fixed points of 〈LK,RowA〉 acting on A(An),
we now give a formula for the number of fixed points of LK ◦RowA.
Theorem 6.2.

#{A ∈ A(An) : LK ◦RowA(A) = A} =
(

n+ 1
b(n+ 1)/2c

)
.

Flip Flip Flip Flip

LK ◦RowA LK ◦RowA LK ◦RowA LK ◦RowA

Figure 11. The Cat(3) = 5 antichains of A2. There are 3 =
(3

1
)
of

them fixed by Flip, and likewise 3 of them fixed by LK ◦RowA.

The astute reader may notice that Theorem 6.2 says that the number of antichains
in A(An) fixed by LK ◦RowA is the same as the number fixed by Flip. See Figure 11
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for an illustration of this when n = 2. Indeed, the way one can prove Theorem 6.2
is by showing that LK ◦RowA and Flip are conjugate in the antichain toggle group
(which of course implies they have the same orbit structure).

Actually, it is more convenient to use use order filter toggles here rather than
antichain toggles. It is easier to work with order filter toggles because titj = tjti
whenever |i− j| 6= 1, whereas antichain rank toggles (for different ranks) never com-
mute. At any rate, the key lemma need to prove Theorem 6.2 is:
Lemma 6.3. RvacF ◦RowF is conjugate to Flip in the order filter toggle group of An.

For considerations of space, we will not go through all the details of the proof of
Lemma 6.3 here (and anyways it is a relatively straightforward computation); but let
us state two propositions which aid in the proof.
Proposition 6.4. If k and n have the same parity, then Flip ◦tk is conjugate to Flip
in the order filter toggle group of An.
Proposition 6.5. For 0 6 k 6 n− 1, define dk : F(An)→ F(An) by

dk := (t0t1t2 · · · tk)(t0t1t2 · · · tk−1) · · · (t0t1)(t0).
If k has the same parity as n, then Flip ◦dk is conjugate to Flip in the order filter
toggle group of An.

In summary, for any element of 〈LK,RowA〉 acting onA(An), there is a nice product
formula for its number of fixed points.
Remark 6.6. For any m ∈ Z>0, the set 1

mZP ∩ C(P) of rational points in the chain
polytope with denominator dividingm is a finite set. In fact, a result of Proctor [31,32]
(namely, the enumeration of “plane partitions of staircase shape”) implies that when
P = An the cardinality of this set is

# 1
m
ZAn

∩ C(An) =
∏

16i6j6n

i+ j + 2m
i+ j

.

Observe how the case m = 1 recaptures the product formula for the Catalan number.
Since 1

mZAn ∩ C(An) is preserved by the PL antichain toggles τp (when κ = 1,
which we will assume from now on), it caries an action of LKPL and RowPL

A . We
could therefore ask for formulas counting fixed points of elements of 〈LKPL,RowPL

A 〉
acting on this set of points.

Extending the CSP results of Armstrong–Stump–Thomas, it is conjectured (see [18,
Conj. 4.28] [17, Conj. 5.2]) that 〈RowPL

A 〉 acting on 1
mZAn ∩ C(An) exhibits cyclic

sieving with the sieving polynomial being the so-called “q-multi-Catalan number.”
But this remains unproven.

Lemma 6.3 extends directly to the PL level (and in fact to the birational level as
well). Thus, the number of fixed points of RvacPL

A ◦LKPL acting on 1
mZAn ∩ C(An)

is the same as the number of points in this set fixed by Flip. By another result of
Proctor [30] (enumerating “plane partitions of shifted trapezoidal shape”) this number
is known to be

#
{
π ∈ 1

m
ZAn

∩ C(An) : Flip(π) = π

}
=

∏
16i6j6dn/2e

i+ j − 1 +m

i+ j − 1
∏

16i6j6bn/2c

i+ j +m

i+ j
.

As for counting fixed points of LKPL acting on 1
mZAn ∩ C(An), we have no idea

what the answer should be.

7. Future directions
In this final section we discuss some possible future directions for research.
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7.1. Rowvacuation for other posets. Our work here suggests that it may be
interesting to study rowvacuation for other graded posets. It especially makes sense
to study rowvacuation on those posets which are known to have good behavior of
rowmotion. Prominent examples of such posets include the minuscule posets and root
posets. As explained in [19], work of Grinberg–Roby [14] and Okada [26] implies that
rowvacuation of a minuscule poset P has a very simple description in terms of a
canonical anti-automorphism of P. Meanwhile, in [9], Defant and the second author
study rowvacuation for the classical type root posets. Additionally, as discussed in [19],
there are a handful of other families of posets which have good rowmotion behavior,
and it might be worth looking at rowvacuation for these.

7.2. Combinatorics of the An into [n + 1]×[n + 1] embedding. By tropicalizing
the embedding ιBA , we obtain an embedding

ιPL
A : FPL

κ (An)→ FPL
2κ ([n + 1]× [n + 1]).

In particular (with κ = 1) we have ιPL
A (C(An)) ⊆ 2 · C([n + 1] × [n + 1]). We can ask

where the vertices of C(An) are sent under ιPL
A . In fact, the image of the vertices

of C(An) under ιPL
A is a set that can be naturally identified with the 321-avoiding

permutations in the symmetric group Sn+1. In this way, ιPL
A provides a bijection

between Dyck paths (i.e. A(An)) and 321-avoiding permutations. There are many
known such bijections; it is not hard to see that ιPL

A is precisely the Billey–Jockusch–
Stanley bijection [4, 6, 13]. Furthermore, since A(An) caries an action of rowmotion,
we can use this Billey–Jockusch–Stanley bijection to define an action of rowmotion
on the set of 321-avoiding permutations. Rowmotion on 321-avoiding permutations is
studied in upcoming work of Adenbaum and Elizalde [1].

7.3. Invariants. A natural thing to do when studying any operator is to try to find
functions that are invariant under the operator. For example, these invariant func-
tions can separate orbits. However, for the operators studied in dynamical algebraic
combinatorics, it is quite hard in practice to find nontrivial invariant functions. This
is because, loosely speaking, these operators “move things around a lot.” Indeed, this
is a major reason there has been so much focus on finding homomesies for these op-
erators: there is a precise sense in which invariant functions and 0-mesies are dual to
one another (see [34, §2.4] and [33]).

Nonetheless, there actually is a very interesting function on antichains in A(An)
which is invariant under both rowmotion and the Lalanne–Kreweras involution. This
invariant appears in a paper of Panyushev [28], but he attributes it to Oksana Yaki-
mova and calls it the OY-invariant.

Definition 7.1. Let A be an antichain in A(An) and F := ∇−1(A) be the order filter
generated by A. Then we define the OY-invariant Y(A) of A to be

Y(A) :=
∑
e∈A

(
#∇(F r {e})−#A+ 1

)
.

Theorem 7.2 ([28, Theorem 3.2, Proposition 3.6]). The function Y : A(An) → Z is
invariant under both RowA and LK.

Can Y be generalized to the birational realm to a function that is invariant under
RowB

A and LKB? We will now explain how we think it can.
First, for each [i, j] ∈ An and A ∈ A(An), define

Y[i,j](A) =
{

#∇(∇−1(A) r {[i, j]})−#A+ 1 if [i, j] ∈ A,
0 if [i, j] 6∈ A.
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Then note that
Y =

∑
[i,j]∈An

Y[i,j].

In the next definition we give the detropicalized version of these statistics. For con-
ciseness we omit the proof, but one can show that the map YB

[i,j] defined below is
equivalent to Y[i,j] when tropicalized and restricted to the combinatorial realm.

Definition 7.3. Let π ∈ AB(An). Define the birational OY-invariant YB of π as

YB(π) :=
∏

[i,j]∈An

YB
[i,j](π).

Here for [i, j] ∈ An we define YB
[i,j](π) := LR, with L and R described below.

• If i = 1, set L := 1. If i > 2, then consider the subposet PL of An consisting
of elements e such that e is greater than or equal to either [i− 1, i− 1] or [i, i]
AND e is less than or equal to either [i− 1, j − 1] or [i, j]. Also consider the
subposet P′L = PL r {[i, j]}. Then set

L :=

∑
v1l···lvj−i+1

a maximal chain in PL

π(v1)π(v2) · · ·π(vj−i+1)∑
v1l···lvj−i+1

a maximal chain in P′L
π(v1)π(v2) · · ·π(vj−i+1) .

• If j = n, set R := 1. If j 6 n − 1, then consider the subposet PR of An
consisting of elements e such that e is greater than or equal to either [j, j] or
[j + 1, j + 1] AND e is less than or equal to either [i, j] or [i+ 1, j + 1]. Also
consider the subposet P′R = PR r {[i, j]}. Then set

R :=

∑
v1l···lvj−i+1

a maximal chain in PR

π(v1)π(v2) · · ·π(vj−i+1)∑
v1l···lvj−i+1

a maximal chain in P′R
π(v1)π(v2) · · ·π(vj−i+1) .

Example 7.4. Consider the poset A3 with the same generic labeling π ∈ AB(A3) as
in Figure 3. Then

YB(π) = YB
[1,1](π)YB

[2,2](π)YB
[3,3](π)YB

[1,2](π)YB
[2,3](π)YB

[1,3](π)

= u+ v

v
· u+ v

u
· v + w

w
· v + w

v
· vx+ vy + wy

(v + w)y · ux+ vx+ vy

(u+ v)x · 1

= (ux+ vx+ vy)(vx+ vy + wy)(u+ v)(v + w)
uv2wxy

.

Conjecture 7.5. The function YB : AB(An) → R>0 is invariant under both RowB
A

and LKB.

We have verified Conjecture 7.5 for n 6 6.

Remark 7.6.At the combinatorial level, it appears that Y is invariant not just un-
der RowA and LK, but in fact under every antichain rank toggle τ i. However, the
birational function YB is not invariant under the birational antichain rank toggles.
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