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Explicit spherical designs

Ziqing Xiang

Abstract Since the introduction of the notion of spherical designs by Delsarte, Goethals, and
Seidel in 1977, finding explicit constructions of spherical designs had been an open problem.
Most existence proofs of spherical designs rely on the topology of the spheres, hence their con-
structive versions are only computable, but not explicit. That is to say that these constructions
can only give algorithms that produce approximations of spherical designs up to arbitrary given
precision, while they are not able to give any spherical designs explicitly. Inspired by recent
work on rational designs, i.e. designs consisting of rational points, we generalize the known
construction of spherical designs that uses interval designs with Gegenbauer weights, and give
an explicit formula of spherical designs of arbitrary given strength on the real unit sphere of
arbitrary given dimension.

1. Introduction
Spherical designs were introduced by Delsarte–Goethals–Seidel [9]. The first exis-
tence proof of spherical designs of arbitrary strength on arbitrary dimensional spheres
was given by Seymour–Zaslavsky [16]. After that many other existence proofs were
found [2, 3, 4, 5, 8, 13, 15, 19].

Once the existence of spherical designs is established, one might ask how to con-
struct spherical designs and how explicit the constructions are. As we will recall below,
there are algorithms to produce approximations of a spherical design; there also exists
a very recent algorithm to produce a spherical design; the best we can hope for would
be formulas that describe all the coordinates of all the points in the design, and this
is what we focus on in this paper.

Most of the proofs of the existence of spherical designs use the topology of the
sphere, more precisely, use the fact that the spheres are complete metric spaces.
Their constructive versions then use limits of points to construct spherical designs.
These constructions can only give computable designs, that is, designs such that there
exist algorithms to compute approximations of the designs up to arbitrary given
precision, or equivalently, designs with coordinates being in the field of computable
real numbers Rcom. These constructions are not explicit in the sense that they cannot
give the coordinates of the points in the designs explicitly. Computable designs are
good for numerical analytic purposes, and some discussion about small computable
designs can be found in [6, 7, 12].

Spherical designs can be constructed from designs on simpler spaces. [2, 15, 19]
gave a construction of spherical designs using designs on Gegenbauer intervals, that
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is, intervals equipped with Gegenbauer weights. Although this part of the construction
is explicit, it is still an open problem to give an explicit construction of designs on
Gegenbauer intervals.

Recently, [8] proves the existence of almost rational spherical designs, that is, spher-
ical designs where every point has rational coordinates except possibly the first co-
ordinate. This gives the first algorithm to construct spherical designs: enumerate all
finite almost rational subsets of a given sphere, and then test if they are designs or
not. Since there are only countably many almost rational subsets and the existence of
almost rational spherical designs is guaranteed in [8], the above procedure terminates
in finite time, hence is an algorithm. For every fixed strength of the design and di-
mension of the sphere, designs produced by this algorithm are explicit. However, this
construction is not explicit in the sense that the time required depends on the strength
and the dimension. Note that designs found by this algorithm have coordinates in the
field Q(√p : p prime).

On intervals (not Gegenbauer intervals), some explicit designs were constructed by
Kuperberg [14]. He constructs a certain polynomial with integer coefficients and then
expresses the points in the interval designs as some linear combinations of the roots of
the polynomial. This gives us interval designs over the field Qalg ∩R, the totally real
part of the algebraic closure of Q. Note that although this construction is explicit,
it is not known whether the design constructed can be written down using radical
expressions or not. It is also unknown whether this approach can be generalized to
spheres of dimension at least two.

In this paper, we combine the ideas of designs on Gegenbauer intervals, weighted de-
signs and rationality of designs. Our main result is an explicit construction of spherical
designs on large dimensional spheres using explicit good spherical designs on smaller
dimensional spheres. In Theorem 1.1, we apply this construction to some well-known
explicit good spherical designs. In particular, Theorem 1.1(i) gives explicit spheri-
cal designs of arbitrary strength on arbitrary given dimensional sphere over the field
Qab∩R, the totally real part of the abelian closure of Q. Theorem 1.1 is explicit in the
sense that it gives a formula for each coordinate of each point in the design. Moreover,
the formula can be written in finitely many symbols described below, and the number
of symbols is independent of the choice of the strength and the dimension.

(i) The strength t and the dimension d;
(ii) Rational numbers, real parts of roots of unity Re ζn and imaginary parts of

roots of unity Im ζn;
(iii) Ceiling d e, floor b c and arithmetic operation (sum +, difference −, product

·, quotient /, nonnegative square root
√

);
(iv) Finite sum

∑b
i=a and finite product

∏b
i=a.

Let d be a natural number and consider the d-dimensional real unit sphere
Sd := {(x0, . . . , xd) ∈ Rd+1 : x2

0 + · · ·+ x2
d = 1}

and the d-dimensional real unit hemisphere
Hd := {(x0, . . . , xd) ∈ Sd : x0 > 0}.

On the sphere Sd, let νd denote the spherical measure. On the hemisphere Hd, we
will consider various measures νds indexed by a natural number s. The measure νds is
a “shift” of the spherical measure νd by s, and its definition is postponed to § 2.1. We
equip Sd andHd with these measures and the resulting measure spaces are denoted by

Sd := (Sd, νd) and Hds := (Hd, νds ).
Designs on Sd are subsets that approximate the sphere Sd nicely with respect

to polynomials on Sd. We will define in § 2.4 semidesigns on Hds , that are subsets
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that approximate the hemisphere Hds nicely with respect to exactly one half of the
polynomials on Hds . In § 2.4, we also generalize the antipodal property on Sd and
define the semiantipodal property on Hds .

Weighted versions of (semi)designs are used as important ingredients in this paper
as well. A weighted (semi)design X is called integer/rational-weighted if all weights
of X are integers/rationals. For a field F ⊆ R, we say that X is defined over F, if
it consists of only F-points. In particular, X is called rational if it consists of only
rational points. We call X finite provided that X consists of only finitely many points.
The precise definitions of these concepts are postponed to § 2.2 and 2.3.

We will use designs satisfying some combinations of above properties frequently. For
instance, a finite semiantipodal rational-weighted rational semidesign is a weighted
semidesign such that the number of points is finite, semiantipodal property is satisfied,
all weights are rational numbers, and all points are rational points.

Construction. Let t and d be positive integers, and let Ya be an explicit antipodal
spherical t-design on Sa over a field F ⊆ R for some positive integer a 6 d.
Step 1 Apply Corollary 3.9 to strength t+d−1, and get an explicit finite semiantipodal

rational-weighted rational (t+ d− 1)-semidesign on H1
0, denoted by X 1

0 .
Step 2 Apply Corollary 3.12 to strength t + d − 1, and get an explicit finite semi-

antipodal rational-weighted rational (t+ d− 1)-semidesign on H1
1, denoted by

X 1
1 .

Step 3 For each positive even (resp. odd) integer s < d, apply Corollary 4.6 to X 1
0

obtained in Step 1 (resp. X 1
1 obtained in Step 2) and H1

s, and get an explicit
finite semiantipodal rational-weighted rational t-semidesign X 1

s on H1
s.

Step 4 For each positive integer s < d, apply Corollary 4.10 to X 1
s , . . . ,X 1

d−1 obtained
in Step 3 , and get an explicit finite semiantipodal rational-weighted rational
t-semidesign X d−ss := X 1

s × · · · × X 1
d−1 on Hd−ss .

Step 5 For each positive integer s < d, apply Corollary 4.13 to X d−ss obtained in Step
4 , and get an explicit semiantipodal integer-weighted rational t-semidesign
X d−ss on Hd−ss .

Step 6 Apply Corollary 4.17 to the initial design Ya, and get an explicit reflection
sα ∈ O(a+ 1,Q) such that sαYa is an explicit antipodal t-design on Sa over
F in which every point has a nonzero first coordinate.

Step 7 Apply Corollary 4.25 to sαYa obtained in Step 6 and X d−aa obtained in Step
5 , and get an explicit antipodal t-design Yd := (sαYa) oξ X

d−a
a on Sd over

F, where oξ is the twisted product defined in § 4.6, and ξ is a certain map
N→ O(a+ 1,Q) determined by sαYa and defined in Corollary 4.25.

Theorem 1.1 below is an immediate corollary of the construction applied to some
well-known choices of explicit spherical designs Ya.

Theorem 1.1.
(i) Choose a = 1 and Y1 the set of the vertices of the regular 4(t+ 1)-gon on S1

containing the point (1, 0). Then, Yd is an explicit spherical t-design on Sd
over Q(ζ4(t+1)) ∩ R, where ζn is a primitive n-th root of unity. Moreover, all
points in Yd have rational coordinates except for their first two coordinates.

(ii) Choose a = 3 and Y3 the rational spherical 5-design from (the dual of) 24-cell
on S3. In other words, Y3 consists of 24 points: 8 of them are permutations
of (±1, 0, 0, 0), and 16 of them are (± 1

2 ,±
1
2 ,±

1
2 ,±

1
2 ). Then, Yd is an explicit

rational spherical 5-design on Sd for every d > 3.
(iii) Choose a = 7 and Y7 the rational 7-design from E8 lattice on S7 as in [8, 18].

Then, Yd is an explicit rational spherical 7-design on Sd for every d > 7.
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(iv) Choose a = 23 and Y23 the rational 11-design from Leech lattice on S23 as
in [8, 18]. Then, Yd is an explicit rational spherical 11-design on Sd for every
d > 23.

Since the compositum of all cyclotomic fields Q(ζn) is Qab, the abelian closure of
Q, we can construct t-designs over the field Qab∩R for all t, as shown in the following
corollary.

Corollary 1.2. For every positive integers t and d, Theorem 1.1(i) gives an explicit
t-design on Sd over the field Qab ∩ R.

Except for the initial design Ya, we only use rational objects to construct the
final design Yd. Therefore, field automorphisms commute with the construction. This
observation gives the following immediate corollary.

Corollary 1.3. Let F ⊆ R be a subfield, and let σ ∈ Aut(F/Q) be a field automor-
phism. Let Ya and Yd be as in the construction. If Ya is stable under the action of
σ, then Yd is also stable under the action of σ.

Eiichi Bannai first asked the question whether rational spherical designs exist or
not. Theorem 1.1(ii), (iii) and (iv) give explicit affirmative answers when t 6 5 and
d > 3, t 6 7 and d > 7, or t 6 11 and d > 23. It motivates us to propose Conjecture 1.4.

Conjecture 1.4. For every positive integer t, there exists a rational spherical t-design
on Sd for some positive integer d.

Note that if Conjecture 1.4 is true, applying the construction, we can get a rational
spherical t-design on Sd for all sufficiently large d.

The paper is organized as follows. We introduce necessary concepts in § 2. In § 3, we
consider one-dimensional semicircle H1

s, and do Step 1 and Step 2 . In § 4, we consider
high-dimensional hemispheres Hds and spheres Sd, and do Step 3 to Step 7 . We will
explain at the beginning of subsections of § 4 the motivations of the corresponding
steps.

Notation. Throughout the paper, for a real interval I, the set of all integers in I is
denoted by IZ. For instance, [0, t)Z consists of all natural numbers smaller than t, and
[1, d]Z consists of all positive integers no greater than d.

2. Preliminaries
We use measure theory [17] as the foundation of design theory.

2.1. Radon–Nikodym derivative. Let X be a measurable space, that is a set
equipped with a σ-algebra consisting of subsets of X called measurable sets. The
Radon–Nikodym derivative of a measure µ on X with respect to another measure ν
on X, denoted by dµ

d ν , is a measurable function X → R>0 such that

(1) µ(E) =
∫
E

dµ
d ν d ν

for all measurable sets E. In probability theoretic language, the Radon–Nikodym
derivative is known as the probability density function.

When we know the measure ν, by specifying the Radon–Nikodym derivative dµ
d ν ,

Eq. (1) gives a description of the measure µ. We use this method to construct certain
measures νds on the hemisphere Hd indexed by a natural number s.
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Definition 2.1. Let s be a natural number and gs(x0, . . . , xd) := xs0, regarded as a
polynomial on Hd. Let νds be the measure on Hd with Radon–Nikodym derivative with
respect to the spherical measure νd

d νds
d νd = gs.

The topological space Hd equipped with the measure νds is denoted by Hds .

It might be worth explaining here why we use hemispheres in our approach instead
of intervals and balls.

Let I be the real open interval (−1, 1), and let Is be the interval I equipped with
the density function x 7→ (1−x2)s/2. The interval Is is sometimes called a Gegenbauer
interval, or an interval with Gegenbauer weight. Consider the natural projection to the
second coordinate H1 → I. This projection induces an isomorphism of measure spaces
H1
s
∼−→ Is−1. In high dimensional space, we have a similar isomorphism of measure

spaces Hds
∼−→ Bds−1, where Bds−1 is the d-dimensional real open unit ball equipped

with a certain measure indexed by s− 1.
However, under this projection, a rational point on I might not lift to a rational

point on H1. In the construction, for the final design Yd being defined over the
same field F as the initial design Ya, we found that it is necessary to work with
rational points on hemispheres, and not with rational points on intervals or balls.
Using hemispheres also allows us to only handle polynomials and eliminate the use of
radical expressions like

√
1− x2 in most parts of the construction.

2.2. Levelling spaces and related constructions. In this paper, we use the
notation in [8]. For readers’ convenience, we repeat some important definitions here.

A levelling space X = (X,µX) is a nonempty Hausdorff topological space X, which
is called the support, equipped with a measure µX on X such that the total measure
is finite and the measures of nonempty open sets are positive.

We use the convention that X ⊆ Z = (Z, µZ) means only that X is a topological
subspace of Z, and we assume nothing on the measures µX and µZ .

The total measure of X is denoted by |X |, and it is clear that |X | =
∫
X

1 dµX . We
say that a levelling space X is finite if its cardinality is finite, namely, X consists of
finitely many points.

We say that X is rational-weighted (resp. integer-weighted) if the image of µX is
contained in Q (resp. Z). When X is finite, the counting measure on X is denoted by
1X , namely 1X(E) = |E| for all subsets E ⊆ X. We say that X is 1-weighted if the
measure µX is the counting measure 1X .

A map between levelling spaces X and Y is a map that is both a continuous map
of topological spaces and a measurable map of measure spaces. A map ι is a dominant
open embedding provided that ι is a dominant open embedding of topological spaces
(i.e. ι maps the domain homeomorphically to the image, and the image is dense in the
codomain) and the measure of the image equals to the measure of the codomain. If
we have a dominant open embedding between X and Y, then we can basically think
of them as the same for our purposes, as will be shown in Lemma 4.3.

Given two levelling spaces X and Y, and a map ι : X → Y, we can define some
related levelling spaces as follows.

(i) Scalar cX := (X, cµX) for positive real c. For every continuous measurable
function f on X ,

(2)
∫
X

f d cµX = c

∫
X

f dµX .
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(ii) Sum X + Y := (X ∪ Y, µX + µY ). Note that we only have this sum if the
topologies ofX and Y agree on the set intersectionX∩Y . For every continuous
measurable function f on X + Y,

(3)
∫
X∪Y

f d(µX + µY ) =
(∫

X

f dµX
)

+
(∫

Y

f dµY
)
.

(iii) Product X×Y := (X×Y, µX×µY ). For every continuous measurable function
f on X and g on Y,

(4)
∫
X×Y

f ⊗ g dµX × µY =
(∫

X

f dµX
)(∫

Y

g dµY
)
.

(iv) Image ι(X ) := (ι(X), ι∗µX), where ι∗µX is the pushforward measure of µX
along the map ι. For every continuous measurable function f on ι(X ),

(5)
∫
X

ι∗f dµX =
∫
ι(X)

f d ι∗µX , where ι∗f := f ◦ ι.

2.3. Designs and polynomials. Let Z = (Z, µZ) be a levelling space and V a real
vector space of continuous integrable functions on Z. A V -design on Z is a levelling
space X = (X,µX) ⊆ Z such that

(6) 1
|X |

∫
X

f dµX = 1
|Z|

∫
Z

f dµZ

for all f ∈ V . For a field F ⊆ R, we call X a V -design over F when it makes sense to
talk about F-points in Z and X consists of only F-points in Z. The V -designs over Q
are also called rational V -designs.

Let Z ⊆ Rd+1 be a topological subspace. Denote Pt[Z] the vector space of all
polynomials on Z with degree bounded above by t. We use the convention that P∞[Z]
is the vector space of all polynomials on Z. It is clear that

Pt[Sd] ∼= Pt[Hd] ∼= R[x0, . . . , xd]6t/(x2
0 + · · ·+ x2

d − 1)6t,

where subscript 6 t means the degree 6 t part.

Definition 2.2.Assume that polynomials are integrable on Z = (Z, µZ). A weighted
t-design on Z is a Pt[Z]-design on Z. A t-design on Z is a 1-weighted Pt[Z]-design
on Z.

In particular, a (weighted) t-design on Sd is just an ordinary (weighted) spherical
t-design on Sd.

2.4. Semidesigns and antipodal maps. For tuples x = (x0, . . . , xd) and λ =
(λ0, . . . , λd), let xλ :=

∏d
i=0 x

λi
i . For each natural number r, let

Pt,r[Rd+1] := R

〈
xλ : λ ∈ Nd+1,

r∑
i=0

λi is even
〉

6t

,

and set Pt,0,r[Rd+1] := Pt,0[Rd+1] ∩ Pt,r[Rd+1].
Since the defining equation of both Sd and Hd, x2

0 + · · ·+ x2
d − 1, is in Pt,r[Rd+1]

for all r, we have the following well-defined quotients:

(7)
Pt,0[Hd] := Pt,0[Rd+1]/(x2

0 + · · ·+ x2
d − 1)6t ⊆ Pt[Hd];

Pt,0,r[Hd] := Pt,0,r[Rd+1]/(x2
0 + · · ·+ x2

d − 1)6t ⊆ Pt[Hd];
Pt,r[Sd] := Pt,r[Rd+1]/(x2

0 + · · ·+ x2
d − 1)6t ⊆ Pt[Sd].
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It is easy to see that the vector space of polynomials on Hd admits a direct sum
decomposition

Pt[Hd] = Pt,0[Hd]⊕ x0Pt−1,0[Hd].

Definition 2.3.A levelling space X ⊆ Hd is a weighted t-semidesign on Hds provided
that X is a Pt,0[Hd]-design on Hds . A weighted t-semidesign is called a t-semidesign
if it is 1-weighted.

The name semidesign comes from the fact that P∞[Hd] ∼= P∞,0[Hd]⊕ P∞,0[Hd].

Definition 2.4. Let a, b be natural numbers such that a 6 b 6 d. The [a, b]-antipodal
map is defined to be

−[a,b] : (x0, . . . , xd) 7→ (x0, . . . , xa−1,−xa, . . . ,−xb, xb+1, . . . , xd).

A set X ⊆ Rd+1 (resp. levelling space X ⊆ Rd+1) is called [a, b]-antipodal if −[a,b]X =
X (resp. −[a,b]X = X ). We call a set/levelling space antipodal (resp. semiantipodal)
if it is [0, d]-antipodal (resp. [1, d]-antipodal).

Note that −[a,b]X should be understood as the image of X under the map −[a,b],
and it follows from −[a,b]X = X that µX(−[a,b]E) = µX(E) for all measurable sets E.

Lemma 2.5. Let X ⊆ Hd be a [1, r]-antipodal levelling space. Then, X is a weighted
t-semidesign on Hds if and only if X is a Pt,0,r[Hd]-design on Hds .

Proof. Let xλ ∈ Pt,0[Hd] be a monomial. When
∑r
i=1 λi is even, xλ ∈ Pt,0,r[Hd].

When
∑r
i=1 λi is odd, since both Hds and X are [1, r]-antipodal,

1
|Hds |

∫
Hd

xλ d νds = 1
|X |

∫
X

xλ dµX = 0. �

Lemma 2.6. Let X ⊆ Sd be a [0, r]-antipodal levelling space. Then, X is a weighted
t-design on Sd if and only if X is a Pt,r[Sd]-design on Sd.

Proof. The result can be proved by using similar arguments as in the proof of
Lemma 2.5. �

3. Designs on semicircles
In § 3.1, we show another interpretation of semidesigns on the semicircle H1

s. In § 3.2,
with the help of this interpretation, we give a strategy to construct explicit weighted
semidesigns on the semicircle H1

s. In § 3.3 and § 3.4, we apply this strategy to H1
0

and H1
1 and do Step 1 and Step 2 , respectively.

We always use (t− 1)-semidesigns in this section, since most formulas would look
more complicated if we used t-semidesigns.

3.1. Vandermonde matrix and semidesigns. For every finite subset a of the in-
terval (−1, 1), we associate it a finite subset Xa of the semicircle H1 as follows:

(8) Xa := {xa ∈ H1 : a ∈ a} where xa := (
√

1− a2, a) ∈ H1.

We will show in Lemma 3.3 that semidesigns on H1
s with support Xa can be viewed

as positive solutions x of the equation Ax = bs, where A is the Vandermonde matrix
of a defined in Definition 3.1, and bs is some column vector determined by H1

s and
defined in Lemma 3.2. Some estimate on the behavior of A is given in Lemma 3.5.

Definition 3.1. Let a be a finite set of real numbers. The t-th Vandermonde matrix
of a is the matrix A with rows indexed by [0, t)Z, columns indexed by a and entries
Ai,a := ai for i ∈ [0, t)Z and a ∈ a. The Vandermonde matrix of a is the |a|-th
Vandermonde matrix of a, which is an invertible square matrix.
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Lemma 3.2. Let s and i be natural numbers. Let

(9) bs,i := 1
|H1

s|

∫
H1

yi1 d ν1
s ,

where yi1 ∈ R[y1] ∼= P∞,0[H1] is regarded as a polynomial on H1
s. Then,

bs,i =


0, if i is odd,
Γ( s+2

2 )Γ( i+1
2 )

Γ( 1
2 )Γ( s+i+2

2 )
∈ Q, if i is even,

where Γ is the gamma function. In particular,

(10) b0,i =
{

0, if i is odd,
1
2i
(
i
i
2

)
, if i is even, and b1,i =

{
0, if i is odd,

1
i+1 , if i is even.

Proof. It follows from [10]. �

Lemma 3.3. Let s, t, n be natural numbers, and let a be a finite subset of the interval
(−1, 1) of size n and A the t-th Vandermonde matrix of a. We associate every measure
χ on Xa a column vector x = (χ(xa) : a ∈ a), and vice versa. Then, (Xa, χ) is a
weighted (t− 1)-semidesign on H1

s with χ(Xa) = n if and only if Ax = nbs and x is
positive, where bs := (bs,i : i ∈ [0, t)Z) and bs,i is defined in Eq. (9).

Proof. The result follows from rewriting the definition of semidesigns, particularly
Eq. (6), in terms of Vandermonde matrix A and constants bs,i. �

The L∞-norm of a (column) vector a is the maximum absolute value of coordinates
of a:

‖a‖∞ := max
i∈I
|ai|,

where I is the index set for rows. It induces an L∞-norm on a matrix A, which is the
maximum absolute row sum of A:
(11) ‖A‖∞ := max

i∈I

∑
a∈a
|Ai,a|,

where a is the index set for columns.

Definition 3.4. Let X and X̃ be subsets of a metric space. Fix a bijection
∼ : X → X̃.

(i) Let distmin X be the infimum of distances among distinct points of X, namely
distmin X := inf{dist(x, y) : x, y ∈ X,x 6= y}.

(ii) Let dist(X̃,X) be the distance between X̃ and X with respect to ∼, namely

dist(X̃,X) := sup
x∈X

dist(x̃, x).

We analyze in Lemma 3.5 the norms of Vandermonde matrices and related matrices.

Lemma 3.5. Let a (resp. ã) be a subset of the interval (−1, 1) of size t and A (resp.
Ã) the Vandermonde matrix of a (resp. ã). Fix a bijection ∼ : a → ã. Then, the
following statements hold.

(i) Let δ := distmin a. Then,

‖A‖∞ = t and ‖A−1‖∞ 6 (2/δ)t−1
.

(ii) Let ε := dist(ã,a). Then,

‖Ã−A‖∞ 6 t(t− 1)ε.
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Proof. (i) Since a consists of numbers in (−1, 1), it is straightforward to calculate
‖A‖∞, and [11] gives the desired estimate of ‖A−1‖∞.
(ii) We expand ‖Ã−A‖∞ according to Eq. (11) and estimate it.

(12)

‖Ã−A‖∞ = max
i∈[0,t)Z

∑
a∈a
|ãi − ai| (by Eq. (11) and Definition 3.1)

= max
i∈[0,t)Z

∑
a∈a

(
|ã− a| ·

∣∣∣∣∣
i−1∑
k=0

ãkai−k−1

∣∣∣∣∣
)

6 max
i∈[0,t)Z

∑
a∈a

εi (since |ã− a| 6 ε and ã, a ∈ (−1, 1))

= t(t− 1)ε (since |a| = t). �

3.2. A strategy to construct designs on H1
s. Here is our strategy to construct

weighted semidesigns on H1
s. First, we start with some subset X of H1 which is

“almost” a semidesign when every point has measure 1. Then, we choose a subset X̃
of H1 to approximate X. At the end, we choose a subset X̃ ′ of X̃, and tweak the
measure on X̃ ′ to get a weighted semidesign. Theorem 3.6 shows the details of this
strategy.

Theorem 3.6. Let s, t, n be natural numbers such that 2 6 t 6 n. Let a and ã be
subsets of the interval (−1, 1) of size n and fix a bijection ∼ : a → ã. Let a′ be a
subset of a of size t, and let ã′ be the image of a′ in ã under the bijection. In other
words, we assume that we have the following commutative diagram.

(13) a of size n ∼ // ã of size n

a′ of size t
?�

OO

∼ // ã′ of size t
?�

OO

Let

(14) ε := (εi : i ∈ [0, t)Z), where εi := 1
n

∑
a∈a

ai − bs,i,

and

(15) ε̃ := (ε̃i : i ∈ [0, t)Z), where ε̃i := 1
n

∑
ã∈ã

ãi − bs,i,

where bs,i is some rational number defined in Lemma 3.2. Let δ′ := distmin a′ (see
Definition 3.4(i)) and ε := dist(ã,a) (see Definition 3.4(ii)). Assume that

(16) t2ε+ n‖ε‖∞ < (δ′/2)t−1.

Then, Xã (see Eq. (8)) is the support of a unique weighted (t − 1)-semidesign X =
(Xã, χ) on H1

s such that χ(Xã) = n and χ(x) = 1 for every x ∈ Xã rXã′ . Moreover,
the unique measure χ is given by

(17) χ(x) =


1− n

t−1∑
i=0

(−1)i et−i−1(ã′ r {ã′})∏
b̃′∈ã′r{ã′}(̃b

′ − ã′)
ε̃i, if x = x

ã′
∈ Xã′ ,

1, if x ∈ Xã rXã′ ,

where et−i−1(ã′ r {ã′}) is the (t− i− 1)-th elementary polynomial in t− 1 numbers
ã′ r {ã′}, and we adopt the convention that e0 = 1.
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Proof. Let A, Ã and Ã′ be the t-th Vandermonde matrix of a, ã and ã′, respectively.
The definitions of ε and ε̃, Eqs. (14) and (15), are equivalent to

(18) A1 = nbs + nε and Ã1 = nbs + nε̃.

Let x̃′ ∈ Rt be an indeterminate vector and x̃ ∈ Rn the extension of x̃′ by 0 according
to the inclusion ã′ ⊆ ã. Consider the equation

(19) Ã(1 + x̃) = nbs.

By the definition of x̃, we have Ãx̃ = Ã′x̃′, hence Eq. (19) is equivalent to

(20) Ã1 + Ã′x̃′ = nbs.

Since Ã′ is an invertible square Vandermonde matrix, using Eq. (18), we see that
Eq. (20) has a unique solution

(21) x̃′ = −nÃ′−1ε̃.

Lemma 3.3 and the constraints of the desired design implies that Xã is the support
of a desired design if and only if Eq. (19) has a solution x̃ such that 1 + x̃ > 0.
Moreover, the associated measure χ is uniquely determined by 1 + x̃, and Eq. (17) is
the expansion of 1 + x̃ using Eq. (21) and the explicit formula for the inverse of the
Vandermonde matrix Ã′.

Let δ̃′ := distmin ã′. Clearly,

(22) δ̃′ > δ′ − 2ε.

Now, we estimate the L∞-norm of x̃′.

‖x̃′‖∞ = ‖nÃ′−1ε̃‖∞ (by Eq. (21))

=
∥∥∥Ã′−1

(
(Ã−A)1 + nε

)∥∥∥
∞

(by Eq. (18))

6 ‖Ã′−1‖∞
(
‖Ã−A‖∞ · ‖1‖∞ + n‖ε‖∞

)
(by properties of norms)

6
t(t− 1)ε · 1 + n‖ε‖∞

(δ̃′/2)t−1
(by Lemma 3.5)

6
t(t− 1)ε · 1 + n‖ε‖∞

(δ′/2− ε)t−1 (by Ineq. (22))

6
t(t− 1)ε · 1 + n‖ε‖∞
(δ′/2)t−1 − (t− 1)ε (since 2ε < δ′ < 2 by Ineq. (16))

< 1. (by Ineq. (16))

Therefore, 1 + x̃ > 0, and the result follows from Lemma 3.3. �

Remark 3.7. It is clear that for the degree d elementary symmetric polynomial in
a1, . . . , an, we have

ed(a1, . . . , an) =
n∑

j1=1

n∑
j2=j1+1

· · ·
n∑

jd=jd−1+1

d∏
k=1

ajk .

However, this expression uses d finite sums
∑

. With some encoding/decoding tech-
niques, it is possible to write down ed(a1, . . . , an) using only a constant number of
finite sum

∑
, finite product

∏
and other operations mentioned in the introduction.
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3.3. Step 1 : Designs on H1
0. In § 3.3, we fix a positive integer t > 2, and let n := t.

Let a := {aj : j ∈ [0, n)Z} where

(23) aj := Im ζ−n+1+2j
4n = sin −n+ 1 + 2j

n

π

2 .

The set Xa (see Eq. (8)) is semiantipodal (see Definition 2.4) since aj = −an−j−1.
For each j ∈ [0, n)Z, we choose some to-be-determined approximation ãj of aj so that
x
ãj

(see Eq. (8)) is a rational point on H1 and ãj = −ãn−j−1. We set ã := {ãj : j ∈
[0, n)Z}, and the set Xã is also semiantipodal. We fix a bijection ∼ : a → ã where
aj 7→ ãj . Choose a′ := a and ã′ := ã.

Then, a, ã, a′ and ã′ form the commutative diagram in Eq. (13), all of Xa, Xã,
Xa′ and Xã′ are semiantipodal, and Xã and Xã′ are rational.

Lemma 3.8. Let ε be defined using a (see Eq. (23)) and b0,j (see Eq. (10)) as in
Eq. (14). Then,

‖ε‖∞ = 0.
Proof. It is well-known that the vertices of a regular 2t-gon give a spherical (2t− 1)-
design on S1, hence a (t− 1)-design on S1. The set Xa (see Eq. (8)) is one half of the
vertices of a regular 2t-gon andH1

0 is one half of S1. By symmetry, Xa, when equipped
with the counting measure, is a (t − 1)-semidesign. The result follows immediately
from Lemma 3.3. �

Corollary 3.9. Let ε := dist(ã,a) (see Definition 3.4(ii)). If

(24) ε 6
π2t−5

2t−4t2t
,

then, applying Theorem 3.6 to a, ã, a′ and ã′, we get an explicit finite semiantipodal
rational-weighted rational (t− 1)-semidesign on H1

0.
Proof. Let δ′ := distmin a′ (see Definition 3.4(i)). Eq. (23) gives

δ′ = a′t−1 − a′t−2 = at−1 − at−2 = 2 sin π

2t sin π
t
,

and Lemma 3.8 gives ‖ε‖∞ = 0. For z ∈ [0, π2 ],

(25) sin z > ze−cz, where c :=
(

log π2

)
/
π

2 .

Then,

t−2 ((δ′/2)t−1 − n‖ε‖∞
)

= t−2
(

sin π

2t sin π
t

)t−1

> t−2
( π

2t exp
(
−c π2t

) π
t

exp
(
−cπ

t

))t−1
(by Eq. (25))

= π2t−5

2t−4t2t

(π
2

)3/t

> ε, (by Ineq. (24))
from which Ineq. (16) follows. Therefore, Theorem 3.6 gives an explicit weighted
(t− 1)-semidesign X = (Xã, χ).

Recall from Definition 2.4 that the [1, 1]-antipodal map is denoted by −[1,1], and
X is semiantipodal if −[1,1]X = X . Since both Xã and Xã′ are semiantipodal, the
levelling space 1

2
(
−[1,1]X

)
+ 1

2X is also a (t− 1)-semidesign that satisfies conditions
χ(Xã) = n and χ(x) = 1 for x ∈ Xã rXã′ . According to the uniqueness of X showed
by Theorem 3.6, X = 1

2
(
−[1,1]X

)
+ 1

2X , hence X is semiantipodal.
Since every x

ãi
is a rational point on H1, X is a rational semidesign. Since every ãi

is a rational number and every b0,j is a rational number (see Eq. (10)), every ε̃j is then
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a rational number (see Eq. (15)). Therefore, the explicit formula for χ (see Eq. (17))
shows that X is rational-weighted. The semidesign X is finite since its support Xã is
finite. �

Remark 3.10.One explicit choice for ãj with j < (n− 1)/2 is

ãj := 2c̃j
c̃2
j + 1 where c̃j := bmcjc

m
, cj :=

1−
√

1− a2
j

aj
, and m := 2t2t.

The other ãj ’s are obtained from ãj = −ãn−j−1. Let f(z) := 2z
z2+1 . Clearly, f(cj) = aj

and f(c̃j) = ãj . Since |d fd z | 6 2,

ε 6 max
j

(aj − ãj) 6 2 max
j

(cj − c̃j) 6
2
m

= 1
t2t
6

π2t−5

2t−4t2t
.

3.4. Step 2 : Designs on H1
1. The goal of § 3.4 is to construct a certain (t − 1)-

semidesign. When t is odd, we can first construct a t-semidesign with desired prop-
erties, and then regard it as a (t− 1)-semidesign. Therefore, we can assume that t is
even.

In § 3.4, we fix a positive even integer t and fix a to-be-determined positive even
integer n such that n > t > 2 and n/t is an odd integer. Let a := {aj : j ∈ [0, n)Z}
where

(26) aj := −n+ 1 + 2j
n

.

The set Xa (see Eq. (8)) is semiantipodal (see Definition 2.4) since aj = −an−j−1.
For each j ∈ [0, n)Z, we choose some to-be-determined approximation ãj of aj so that
x
ãj

(see Eq. (8)) is a rational point on H1 and ãj = −ãn−j−1. We set ã := {ãj : j ∈
[0, n)Z}, and the set Xã is also semiantipodal. We fix a bijection ∼ : a → ã where
aj 7→ ãj .

For each j ∈ [0, t)Z, let

(27) a′j := a`(j) = −t+ 1 + 2j
t

, where `(j) := (2j + 1)n− t
2t ∈ [0, n)Z,

and set a′ := {a′j : j ∈ [0, t)Z}. Let ã′ be the image of a under the bijection ∼. Since
a′j = −a′t−j−1 and ã′j = −ã′t−j−1, both Xa′ and Xã′ are semiantipodal.

Then, as in case H1
0, we also get the commutative diagram Eq. (13), all of Xa, Xã,

Xa′ and Xã′ are semiantipodal, and Xã and Xã′ are rational.

Lemma 3.11. Let ε be defined using a (see Eq. (26)) and b1,i (see Eq. (10)) as in
Eq. (14). Then,

‖ε‖∞ <
t

4n2 .

Proof. When i is odd, 1
n

∑n−1
j=0 a

i
j = 0 since Xa is semiantipodal, and Eq. (10) gives

b1,i = 0, hence εi = 1
n

∑n−1
j=0 a

i
j − b1,i = 0 < t

4n2 . From now on, assume that i is even.
The sum of powers of first n integers can be calculated using Bernoulli’s formula:

(28)
n∑
j=1

ji = 1
i+ 1

i∑
k=0

(−1)k
(
i+ 1
k

)
Bkn

i+1−k.

Applying this formula to ai’s, we get

εi = 2
n

n−1∑
j=n/2

aij −
1

i+ 1 (by Eq. (10), and aj = −an−1−j)
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= 2
ni+1

 n∑
j=1

ji − 2i
n/2∑
j=1

ji

− 1
i+ 1 (by Eq. (26))

= 1
i+ 1

i∑
k=0

(
i+ 1
k

)
(−1)kBk(2− 2k)n−k − 1

i+ 1 (by Eq. (28))

= − 1
i+ 1

i∑
even k=2

(
i+ 1
k

)
Bk(2k − 2)n−k.

(since B0 = 1, Bk = 0 for odd k > 3)

For positive even k, [1, 23.1.15] gives a bound on Bernoulli number:

(29) |Bk| <
2 k!

(2π)k
1

1− 21−k .

We use this bound to estimate εi.

|εi| 6
1

i+ 1

i∑
even k=2

(
i+ 1
k

)
|Bk|(2k − 2)n−k

<
1

i+ 1

∞∑
even k=2

(i+ 1)k

k!
2 k!

(2π)k
1

1− 21−k (2k − 2)n−k (by Eq. (29))

= 2
i+ 1

∞∑
even k=2

(
i+ 1
πn

)k
= 2(i+ 1)

(πn)2 − (i+ 1)2

6
2(i+ 1)

(πn)2 − n2 <
i+ 1
4n2 . (since i+ 1 6 t 6 n)

Therefore, ‖ε‖∞ = mini∈[0,t)Z |εi| < t
4n2 . �

Corollary 3.12. Let ε := dist(ã,a) (see Definition 3.4(ii)). If

(30) ε <
1
tt+1 −

1
4nt ,

then, applying Theorem 3.6 to a, ã, a′ and ã′, we get an explicit finite semiantipodal
rational-weighted rational (t− 1)-semidesign on H1

1.

Proof. We follow the strategy as in the proof of Corollary 3.9. Let δ′ := distmin a′ (see
Definition 3.4(i)). Eq. (27) gives

δ′ = a′t−1 − a′t−2 = 2
t
,

Ineq. (30) gives an upper bound on ε and Lemma 3.11 gives an upper bound for ‖ε‖∞.
The result follows from similar arguments to Corollary 3.9. �

Remark 3.13.One explicit choice for n is n := (tt−1 + 1)t. For this particular choice
of n, one explicit choice for ãj with j < (n− 1)/2 in Corollary 3.12 is

ãj := 2c̃j
c̃2
j + 1 where c̃j := bmcjc

m
, cj :=

1−
√

1− a2
j

aj
and m := 3tt+1.

The other ãj ’s are obtained from ãj = −ãn−j−1. We can prove similarly as in 3.10
that

ε 6
2
m
<

1
tt+1 −

1
4nt .
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4. Designs on spheres and hemispheres
§ 4.1 studies the structure of spheres and hemispheres. Proposition 4.2 allows us to
view spheres and hemispheres as products of lower dimensional spheres and hemi-
spheres. In each of § 4.2, § 4.3, § 4.4, § 4.5, and § 4.6, we show a different type of
construction of designs in general spaces and explain why we need it in the final con-
struction. Then, we specialize it to spheres and hemispheres and do Step 3 , Step 4 ,
Step 5 , Step 6 and Step 7 , respectively.

4.1. Structure of spheres and hemispheres. Let a and b be two natural num-
bers. Consider the double branched cover of topological spaces

ιa,b : Sa × Sb → Sa+b,
(x0, . . . , xa) × (y0, . . . , yb) 7→ (x0y0, . . . , xay0, y1, . . . , yb).

The map ιa,b induces a dominant open embedding (see § 2.2) of topological spaces

(31) ιa,b : Sa ×Hb → Sa+b

and an isomorphism of topological spaces

(32) ιa,b : Ha ×Hb → Ha+b.

Remark 4.1. The map ιa,b, regarded as a product operator, is associative in the sense
that we have the following commutative diagram.

Ha ×Hb ×Hc
ιa,b×id //

id×ιb,c
��

Ha+b ×Hc

ιa+b,c

��
Ha ×Hb+c ιa,b+c // Ha+b+c

By associativity, ιa,b induces an isomorphism of topological spaces

(33) ι(1d) : H1 × · · · ×H1︸ ︷︷ ︸
d copies of H1

→ Hd,

which can be explicitly described as

((xi,0, xi,1) : i ∈ [1, d]Z) 7→

xi,1 d∏
j=i+1

xj,0 : i ∈ [0, d]Z

 , where x0,1 := x1,0.

Recall that in § 2.2, we define maps and dominant open embeddings of levelling
spaces. When we equip the spheres and hemispheres with suitable measures, we can
make the maps in Eqs. (31) to (33) dominant open embedding or isomorphisms of
levelling spaces.

Proposition 4.2. Let a, b, s be natural numbers. The following statements hold.
(i) The map ιa,b in Eq. (31) induces a dominant open embedding of levelling

spaces
ιa,b : Sa ×Hba → Sa+b.

(ii) The map ιa,b in Eq. (32) induces an isomorphism of levelling spaces

ιa,b : Has ×Hba+s → Ha+b
s .

(iii) The map ι(1d) in Eq. (33) induces an isomorphism of levelling spaces

ι1d : H1
s × · · · × H1

s+d−1 → Hds .
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Proof. (ii) Using the parametrization (x1, . . . , xd) 7→ (x0, . . . , xd) of the hypersurface
Hds , for all continuous measurable function f on Hds ,

(34)
∫
Hd

f d νds =
∫
Bd
xs−1

0 f(x0, . . . , xd) dx1 · · · dxd,

where Bd := {(x1, . . . , xd) ∈ Rd : x2
1 + · · · + x2

d < 1} is the d-dimensional unit
open ball. With Eq. (34) and separation of variables, it is easy to check that for all
continuous integrable function f on Ha+b

s ,∫
Ha+b

f d νa+b
s =

∫
Hb

(∫
Ha

ι∗a,bf d νas
)

d νba+s, where ι∗a,b : f 7→ f ◦ ιa,b,

from which the result follows.
(i): This can be proved similarly as in (ii).
(iii): Since ιa,b, regarded as a product operator, is associative, the result follows from
an induction on (ii). �

Recall that the image ι(X ) = (ι(X), ι∗µX) of a levelling space X under a map ι is
defined in § 2.2.

Lemma 4.3. Suppose that ι : W → Z is a dominant open embedding of levelling
spaces. Let V be a real vector space of continuous integrable functions on Z. Let
ι∗V := {ι∗f : f ∈ V }. Then, for every ι∗V -design X on W, ι(X ) is a V -design on
Z.

Proof. For arbitrary f ∈ V ,
1

|ι(X )|

∫
ι(X)

f d ι∗µX

= 1
|X |

∫
X

ι∗f dµX (by Eq. (5))

= 1
|W|

∫
W

ι∗f dµW (since ι∗f ∈ ι∗V , X is an ι∗V -design on W)

= 1
|ι(W)|

∫
ι(W )

f d ι∗µW (by Eq. (5))

= 1
|Z|

∫
Z

f dµZ . (since ι is a dominant open embedding)

Therefore, ι(X ) is a V -design on Z. �

Remark 4.4. In the remaining sections, we regard Sa × Hba as a subspace of Sa+b

using the dominant open embedding Sa×Hba → Sa+b in Proposition 4.2(i), and regard
designs on Sa×Hba as designs on Sa+b using Lemma 4.3 without explicitly mentioning
it. We do similar identifications for the dominant open embeddingsHas×Hba+s → Ha+b

s

in Proposition 4.2(ii) and H1
s × · · · × H1

s+d−1 → Hda in Proposition 4.2(iii).

4.2. Step 3 : Lifts of designs. The goal of Step 3 is to reduce the need of con-
structing designs on H1

s for all positive integers s < d down to constructing designs
for only finitely many s independent with the choice of d. For our purpose, we only
need construct designs manually for s = 0, which is done in Step 1 , and for s = 1,
which is done in Step 2 .

Recall that the Radon–Nikodym derivative is defined in § 2.1.

Lemma 4.5. Let Z be a measurable space, Z0 = (Z, µZ0) and Z1 = (Z, µZ1) two
levelling spaces on Z, and dµZ1

dµZ0
the Radon–Nikodym derivative of µZ1 with respect to
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µZ0 . Let V0 (resp. V1) be a real vector space of continuous integrable functions on Z0
(resp. Z1). Assume that

V0 ⊇
dµZ1

dµZ0

V1 :=
{

dµZ1

dµZ0

f : f ∈ V1

}
.

Let X0 = (X,µX0) be a V0-design on Z0. Then, X1 := (X,µX1) with

(35) dµZ1

dµZ0

= dµX1

dµX0

is a V1-design on Z1.

Proof. Let f be an arbitrary function in V1. Then,
1
|Z1|

∫
Z

f dµZ1

=
(∫

Z

f dµZ1

)
/

(∫
Z

1 dµZ1

)
=
(∫

Z

f
dµZ1

dµZ0

dµZ0

)
/

(∫
Z

1dµZ1

dµZ0

dµZ0

)
(by Eq. (1))

=
(∫

X

f
dµZ1

dµZ0

dµX0

)
/

(∫
X

1dµZ1

dµZ0

dµX0

)
(since f dµZ1

dµZ0

, 1dµZ1

dµZ0

∈ V0, and X0 is a V0-design)

=
(∫

X

f
dµX1

dµX0

dµX0

)
/

(∫
X

1dµX1

dµX0

dµX0

)
(by Eq. (35))

=
(∫

X

f dµX1

)
/

(∫
X

1 dµX1

)
(by Eq. (1))

= 1
|X1|

∫
X

f dµX1 ,

from which the result follows. �

Corollary 4.6. Let s and s̃ be two natural numbers such that s − s̃ is an even
natural number. Let X 1

s̃
= (X,µ1

s̃
) be a finite semiantipodal rational-weighted rational

(t+ s− s̃)-semidesign on H1
s̃
. Then, X 1

s := (X,µ1
s), where

(36) µ1
s(x0, x1) := xs−s̃0 µ1

s̃
(x0, x1).

is a finite semiantipodal rational-weighted rational t-semidesign on H1
s,

Proof. By Definition 2.1, the Radon–Nikodym derivative d ν1
s/d ν1

s̃
is g

s−s̃, which is
a degree s− s̃ polynomial in P∞,0[H1] since s− s̃ is an even natural number. Eq. (36)
shows that the Radon–Nikodym derivative dµ1

s/ dµ1
s̃
is g

s−s̃ as well. Since

g
s−s̃P

t,0[H1] ⊆ Pt+s−s̃,0[H1],

by Lemma 4.5, X 1
s is a weighted t-semidesign on H1

s. The semiantipodal and finite
property of X 1

s are inherited from the semiantipodal and finite property of X 1
s̃
, and

the rationality of X 1
s follows from the rationality of X 1

s̃
and Eq. (36). �

Remark 4.7. It is straightforward to generalize Corollary 4.6 to higher dimensional
hemispheres Hds and Hd

s̃
.
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4.3. Step 4 : Products of designs. The goal of Step 4 is to construct designs
on high dimensional hemispheres using known designs on semicircles which we con-
structed in Step 3 .

Recall that the product of levelling spaces is defined in § 2.2.

Lemma 4.8. For each i ∈ {0, 1}, let Zi be a levelling space, Vi a real vector space of
continuous integrable functions on Zi, and Xi a Vi-design on Zi. Then, X0 ×X1 is a
V0 ⊗ V1-design on Z0 ×Z1.

Proof. For arbitrary f0 ∈ V0 and f1 ∈ V1,
1

|X0 ×X1|

∫
X0×X1

f0 ⊗ f1 dµX0 × µX1

=
(

1
|X0|

∫
X0

f0 dµX0

)(
1
|X1|

∫
X1

f1 dµX1

)
(by Eq. (4))

=
(

1
|Z0|

∫
Z0

f0 dµZ0

)(
1
|Z1|

∫
Z1

f1 dµZ1

)
(since fi ∈ Vi, Xi is a Vi-design on Zi)

= 1
|Z0 ×Z1|

∫
Z0×Z1

f0 ⊗ f1 dµZ0 × µZ1 . (by Eq. (4))

Since V0 ⊗ V1 is generated by functions of the form f0 ⊗ f1, X0 × X1 is a V0 ⊗ V1-
design. �

Recall from Definition 2.4 that we call a levelling space X semiantipodal if it is
stable under a certain semiantipodal map.

Lemma 4.9. Let X as be a finite semiantipodal rational-weighted rational t-semidesign
on Has and let X ba+s be a finite semiantipodal rational-weighted rational t-semidesign
on Hba+s. Then, X as × X ba+s, regarded as a subspace of Ha+b

s using Remark 4.4, is a
finite semiantipodal rational-weighted rational t-semidesign on Ha+b

s .

Proof. We label the coordinates of Ha, Hb and Ha+b as follows

Ha = {(x0, . . . , xa)}, Hb = {(y0, . . . , yb)}, Ha+b = {(z0, . . . , za+b)}.

Since both X as and X ba+s are semiantipodal, the product X as ×X ba+s, regarded as a
subspace of Ha+b

s by Remark 4.4, is both semiantipodal and [1, a]-antipodal.
Recall that Pt,0 and Pt,0,a are defined in Eq. (7), and Pt,0,a is a subfunctor of Pt,0.

Consider the dominant open embedding ιa,b in Proposition 4.2(ii). Its comorphism,
the pullback ι∗a,b, gives an inclusion

ι∗a,b : Pt,0,a[Ha+b] ↪→ Pt,0[Ha]⊗ Pt,0[Hb],

zi 7→

{
xi ⊗ y0, if i ∈ [1, a]Z,
1⊗ yi−a, if i ∈ [a+ 1, a+ b]Z.

Note that although y0 is not in Pt,0[Hb], any monomial in Pt,0,a[Ha+b] maps to some
monomial with even degree in y0, hence in Pt,0[Hb].

Since X as is a Pt,0[Ha]-design on Has and X ba+s is a Pt,0[Hb]-design on Hba+s,
according to Lemma 4.8, X as ×X ba+s is a Pt,0[Ha]⊗Pt,0[Hb]-design onHas×Hba+s, hence
a Pt,0,a[Ha+b]-design on Has×Hba+s by the comorphism ι∗a,b. According to Lemma 2.5,
the [1, a]-antipodal Pt,0,a[Ha+b]-design X as ×X ba+s is a weighted t-semidesign onHa+b

s .
Since both of X as and X ba+s are finite, rational-weighted and rational, their product

is finite, rational-weighted and rational as well. �
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Corollary 4.10. For each i ∈ [s, d)Z, let X 1
i be a finite semiantipodal rational-

weighted rational t-semidesign on H1
i . Then X 1

s × · · · × X 1
d−1, regarded as a sub-

space of Hd−ss using Remark 4.4, is a finite semiantipodal rational-weighted rational
t-semidesign on Hd−ss .
Proof. The result follows from Proposition 4.2(iii) and induction using Lemma 4.9.

�

4.4. Step 5 : Weights of designs. The goal of Step 5 is to view a finite rational-
weighted design as a design with repeated points. Many known constructions of spher-
ical design first construct designs with repeated points, and then try to apply some
separation result to get designs.

Recall that scalars of a levelling space is defined in § 2.2.
Lemma 4.11. Let X = (X,µX) be a finite rational-weighted V -design on Z. Then,
X := cX is an integer-weighted V -design on Z, where c is a positive integer such that
(cµX)(x) is an integer for all x ∈ X .
Proof. For arbitrary f ∈ V ,

1
|cX|

∫
X

f d cµX = 1
|X |

∫
X

f dµX . (by Eq. (2))

Therefore, X is a V -design on Z. Since for every x ∈ X, (cµX)(x) is an integer, X is
integer-weighted. �

Remark 4.12.One possible choice for c is
c := lcmx∈Xdenominator of µX(x).

Corollary 4.13. Let X ds be a finite semiantipodal rational-weighted rational t-
semidesign on Hds . Then, X

d

s is a semiantipodal integer-weighted rational t-semidesign
on Hds .
Proof. This is an immediate corollary of Lemma 4.11. �

Remark 4.14. By the definition of levelling spaces, an integer-weighted levelling space
is automatically finite.
Remark 4.15. In Step 5 , we apply Corollary 4.13 to explicit designs we constructed
in Step 4 . For those designs, we can write down an explicit formula of a specific
multiple of the denominators of µX(x). Therefore, the use of the operations of taking
denominators of rational numbers and taking least common multiples of integers can
be eliminated.
4.5. Step 6 : Designs at generic position. The goal of Step 6 is to put the initial
design Ya to a “generic position”, for our purpose, nonzero first coordinate, so that
it would be easier to write down explicit formulas in Step 7 . Actually, we can relax
our requirement and only assume that the first two coordinates are not zeros at the
same time. After such relaxation, Step 6 can be skipped when we choose a = 1 in the
construction, for instance, in Theorem 1.1(i).
Lemma 4.16. Let d be a positive integer, and let x = (x0, . . . , xd) ∈ Rd+1 r {0} be a
point such that |xi| 6 1. Let δ be a positive real number that is no greater than the
absolute values of the nonzero coordinates of x. Let ε be an arbitrary rational number
such that 0 < ε 6 δ/4, and consider the reflection sα ∈ O(d+ 1,Q):

(37) sα : z 7→ z − 2 (α, z)
(α, α)α, where α := (εi : i ∈ [0, d]Z).

Then, sα(x) has a nonzero first coordinate.
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Proof. Let sα(x)0 be the first coordinate of sα(x), and let k ∈ [0, d]Z be the smallest
index such that xk 6= 0.

When x0 = 0,

|sα(x)0| =
2

(α, α) |(α, x)α0| =
2

(α, α)

∣∣∣∣∣
d−k∑
i=0

εk+ixk+i

∣∣∣∣∣ (by Eq. (37))

>
2εk

(α, α)

(
|xk| −

d−k∑
i=1

εi|xk+i|

)

>
2εk

(α, α)

(
δ − ε

1− ε

)
(since ε < 1, |xk| > δ, |xi| 6 1)

> 0. (since 4ε 6 δ 6 1)

When x0 6= 0,

|sα(x)0| =
1

(α, α) |−(α, α)x0 + 2(α, x)α0| (by Eq. (37))

= 1
(α, α)

∣∣∣∣∣
(

2− 1− ε2d+2

1− ε2

)
x0 −

d∑
i=1

2εixi

∣∣∣∣∣ (by Eq. (37))

>
1

(α, α)

(
1− 2ε2 + ε2d+2

1− ε2 |x0| −
d∑
i=1

2εi|xi|
)

>
1

(α, α)

(
1− 2ε2

1− ε2 δ −
2ε

1− ε

)
(since ε < 1, |x0| > δ, |xi| 6 1)

> 0. (since 4ε 6 δ 6 1)

Therefore, sα(x) has a nonzero first coordinate in both cases. �

Recall that the image of a levelling space is defined in § 2.2.

Corollary 4.17. Let Yd be an antipodal t-design on Sd over a field F ⊆ R. Let δ ∈ F
be a positive number that is no greater than the absolute values of nonzero coordinates
of points in Yd. Let ε be an arbitrary rational number such that 0 < ε 6 δ/4, and
consider the reflection sα ∈ O(d+1,Q) defined in Eq. (37). Then, sαYd is an antipodal
t-design on Sd over F such that all points in the design have nonzero first coordinates.

Proof. Orthogonal transformations over Q preserve antipodal spherical designs over
F, hence sαYd is an antipodal t-design on Sd over F. According to Lemma 4.16, for
an arbitrary point x ∈ Yd, the first coordinate of sα(x) is nonzero. �

Remark 4.18. The finite minimum is used to define δ in Corollary 4.17. However, if we
apply our construction to explicit designs, as in Theorem 1.1, the minimum operator
can be avoided. For Theorem 1.1(i), (ii), (iii) and (iv), we have δ = Im ζ4(t+1), 1

2 ,
1
4

and 1
8 , respectively. An explicit choice of ε is ε := 1/d4/δe.

4.6. Step 7 : Twisted products of designs. After Step 5 , we can view our
weighted designs are designs with repeated points. There are various ways to separate
the repeated points. Using topology to separate, we prove the existence of designs;
using constructive topology to separate, we get computable designs; [8] uses analytic
number theory to separate, which gives an algorithm to find designs; Step 7 uses
extra dimensions to separate, which lead us to explicit designs.

Recall that in § 2.2 we define integer-weighted and 1-weighted levelling spaces, and
we define the maps, sums, products and images of levelling spaces. It is easy to see
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that, for an integer-weighted levelling space X = (X,µX), we have

(38) X =
∑
x∈X

µX(x)∑
i=1

x, X =
⋃
x∈X

µX(x)⋃
i=1
{x} and µX =

∑
x∈X

µX(x)∑
i=1

1x,

where x is understood as the levelling space with support {x} equipped with the
counting measure 1x on {x}.

For a levelling space Z, let Aut(Z) be the set of all automorphisms of Z.

Definition 4.19. Let Y ⊆ Z be a levelling space and X = (X,µX) an integer-weighted
levelling space. Let ξ : N→ Aut(Z) be a map. The twisted product of Y and X with
respect to ξ is the levelling space

Y oξ X :=
∑
x∈X

µX(x)∑
i=1

ξ(i)Y × x.

In other words, the twisted product is Y oξ X := (Y oξ X,µY oξ µX), where

Y oξ X :=
⋃
x∈X

µX(x)⋃
i=1

ξ(i)Y × {x} and µY oξ µX :=
∑
x∈X

µX(x)∑
i=1

ξ(i)∗µY × 1x.

Since X is integer-weighted and the total measure is finite, all sums are finite sums.
The total measures satisfy the equation |YoξX| = |Y|·|X |. When ξ is the constant

function with image the identity automorphism of Z, the twisted product is just the
ordinary product, namely, Y oξ X = Y × X .

Theorem 4.20. Let Z0 and Z1 be levelling spaces, and let V0 and V1 be real vector
spaces of continuous integrable functions on Z0 and Z1, respectively. Let X0 be a V0-
design on Z0 and X1 an integer-weighted V1-design on Z1. Let ξ : N→ Aut(Z) be a
map and assume that Aut(Z) preserves V0. Then, the twisted product X0 oξ X1 is a
V0⊗V1-design on Z0×Z1. Moreover, if X0 is 1-weighted and

⋃
i∈N ξ(i)X0 is a disjoint

union, then X0 oξ X1 is 1-weighted.

Proof. For arbitrary f0 ∈ V0 and f1 ∈ V1,
1

|X0 oξ X1|

∫
X0oξX1

f0 ⊗ f1 dµX0 oξ µX1

= 1
|X0||X1|

∑
x1∈X1

µX1 (x1)∑
i=1

∫
ξ(i)X0×x1

f0 ⊗ f1 d ξ(i)∗µX0 × 1x1

(by Definition 4.19 and Eq. (3))

= 1
|X0||X1|

∑
x1∈X1

µX1 (x1)∑
i=1

(∫
ξ(i)X0

f0 d ξ(i)∗µX0

)(∫
x1

f1 d 1x1

)
(by Eq. (4))

= 1
|X0||X1|

∑
x1∈X1

µX1 (x1)∑
i=1

(∫
X0

ξ(i)∗f0 dµX0

)(∫
x1

f1 d 1x1

)
(by Eq. (5))

= 1
|Z0||X1|

∑
x1∈X1

µX1 (x1)∑
i=1

(∫
Z0

ξ(i)∗f0 dµZ0

)(∫
x1

f1 d 1x1

)
(since ξ(i)∗f0 ∈ V0, X0 is a V0-design)

= 1
|Z0||X1|

∑
x1∈X1

µX1 (x1)∑
i=1

(∫
ξ(i)Z0

f0 d ξ(i)∗µZ0

)(∫
x1

f1 d 1x1

)
(by Eq. (5))

Algebraic Combinatorics, Vol. 5 #2 (2022) 366



Explicit spherical designs

= 1
|Z0||X1|

∑
x1∈X1

µX1 (x1)∑
i=1

(∫
Z0

f0 dµZ0

)(∫
x1

f1 d 1x1

)
(since ξ(i) is an automorphism)

= 1
|Z0||X1|

(∫
Z0

f0 dµZ0

)(∫
X1

f1 dµX1

)
(by Eqs. (3) and (38))

= 1
|Z0||Z1|

(∫
Z0

f0 dµZ0

)(∫
Z1

f1 dµZ1

)
(since f1 ∈ V1, X1 is a V1-design)

= 1
|Z0 ×Z1|

∫
Z0×Z1

f0 ⊗ f1 dµZ0 × µZ1 . (by Eq. (4))

Therefore, the twisted product is a V0 ⊗ V1-design on Z0 ×Z1.
When X0 is 1-weighted, the levelling space ξ(i)X0 × x1 is also 1-weighted. Since⋃
i∈N ξ(i)X0 is a disjoint union, X0oξX1 =

∑
x1∈X1

∑µX1 (x1)
i=1 ξ(i)X0×x1 is a disjoint

union as well. Therefore, X0 oξ X1 is 1-weighted. �

Consider the metric space S1. Let SO(2,R)<s be the local group of all rotations g
such that dist(x, gx) < s for x ∈ S1. Recall from Definition 3.4(i) that, for a subset
X ⊆ S1, distmin X is the infimum of distances between any two distinct points of X.
Lemma 4.21. Let X be a subset of S1 and s := (distmin X)/2. Then,

⋃
g gX is a

disjoint union where g runs over SO(2,R)<s.
Proof. Let g0, g1 ∈ SO(2,R)<s be two arbitrary distinct rotations. For distinct
x0, x1 ∈ X,

dist(g0x0, g1x1) >dist(g0x0, g0x1)− dist(x1, g0x1)− dist(x1, g1x1)
>dist(x0, x1)− distmin(X) > 0,

hence g0x0 6= g1x1. For x0 = x1 ∈ X, since g0 6= g1, g0x0 6= g1x1. Therefore, g0X and
g1X are disjoint. �

Lemma 4.22. Let X ⊆ R2 r {(0, 0)} be a finite subset. Let p : R2 r {(0, 0)} → S1 be

the projection (x0, x1) 7→
(

x0√
x2

0+x2
1
, x1√

x2
0+x2

1

)
. Consider the map

ξ1
X : N→ O(2,Q) ⊆ Aut(S1),

i− 1 7→ 1
i2 + s2

[
i2 − s2 −2is

2is i2 − s2

]
,

where s := max{ 1
n+1 : 1

n+1 < (distmin p(X))/2, n ∈ N} ∈ Q. Then,
⋃
i∈N ξ

1
X(i)X is a

disjoint union.
Proof. It is easy to check that the image of ξ1

X is in SO(2,R)<s, hence it is also
in SO(2,Q)<distmin p(X))/2. Applying Lemma 4.21 to p(X) ⊆ S1, we know that⋃
i∈N ξ

1
X(i)p(X) is a disjoint union, hence

⋃
i∈N ξ

1
X(i)X is a disjoint union as well. �

Remark 4.23. The use of the minimum distance distmin and maximum max{. . . } in
Lemma 4.22 can be avoided. For explicit X, for instance the X’s obtained from well-
known spherical designs in Theorem 1.1, the minimum distance distmin X is known.
Instead of maximum, we can use ceiling/floor to define s.
Corollary 4.24. Let d be a positive integer. Let X ⊆ Sd be a finite subset such that
every point in X has a nonzero first coordinate. Let p : Sd → R2 be the projection
(x0, . . . , xd) 7→ (x0, x1). Consider the map

ξdX := j ◦ ξ1
p(X) : N→ O(d+ 1,Q) ⊆ Aut(Sd),
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where j : O(2,Q) → O(d + 1,Q) is the inclusion corresponding to p. Then,⋃
i∈N ξ

d
X(i)X is a disjoint union.

Proof. Since every point in X has a nonzero first coordinate, p(X) ⊆ R2 r {(0, 0)}.
By Lemma 4.22,

⋃
i∈N ξ

1
p(X)(i)p(X) =

⋃
i∈N p(ξdX(i)X) is a disjoint union, hence⋃

i∈N ξ
d
X(i)X is a disjoint union. �

Corollary 4.25. Let a be a positive integer and let b be a natural number. Let Ya
be an antipodal t-design on Sa over F such that every point in Ya has a nonzero first
coordinate, and let X ba a semiantipodal integer-weighted rational t-semidesign on Hba.
Let ξ := ξaYa , which is defined in Corollary 4.24. Then, the twisted product Ya oξ X

b

a,
regarded as a subspace of Sa+b, is an antipodal t-design on Sa+b over F.

Proof. We use the similar ideas to Lemma 4.9. We label the coordinates of Sa, Hb

and Sa+b as follows

Sa = {(x0, . . . , xa)}, Hb = {(y0, . . . , yb)}, Sa+b = {(z0, . . . , za+b)}.

Since Ya is antipodal and X ba is semiantipodal, using the fact that orthogonal
transformations preserve antipodal map, the twisted product YaoξX

b

a, regarded as a
subspace of Sa+b by Remark 4.4, is antipodal and [0, a]-antipodal (see Definition 2.4
for definition of antipodal).

Recall that Pt,a is defined in Eq. (7), and Pt,a is a subfunctor of Pt. Consider the
dominant open embedding ιa,b in Proposition 4.2(i). The comorphism ι∗a,b gives an
inclusion

ι∗a,b : Pt,a[Sa+b] ↪→ Pt[Sa]⊗ Pt,0[Hb],

zi 7→

{
xi ⊗ y0, if i ∈ [1, a]Z,
1⊗ yi−a, if i ∈ [a+ 1, a+ b]Z.

Similar to Lemma 4.9, although y0 is not in Pt,0[Hb], any monomial in Pt,a[Sa+b]
maps to some monomial with even degree in y0, hence in Pt,0[Hb].

Since Ya is a 1-weighted Pt[Sa]-design on Sa and X ba is an integer-weighted
Pt,0[Hb]-design on Hba, by Theorem 4.20, YaoξX

b

a is a 1-weighted Pt[Sa]⊗Pt,0[Hb]-
design on Sa × Hba. According to the inclusion ι∗a,b, the twisted product Ya oξ X

b

a,
regarded a subspace of Sa+b, is a 1-weighted Pt,a[Sa+b]-design on Sa+b. Therefore,
by Lemma 2.6, Ya oξ X

b

a is a 1-weighted t-design on Sa+b, hence a t-design on Sa+b.
Since X ba is rational and ξ has rational coefficients, the twisted product preserves

the field. Thus, Ya oξ X
b

a is a design over F. �
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