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Complexity of the usual torus action on
Kazhdan–Lusztig varieties

Maria Donten-Bury, Laura Escobar & Irem Portakal

Abstract We investigate the class of Kazhdan–Lusztig varieties, and its subclass of matrix
Schubert varieties, endowed with a naturally defined torus action. Writing a matrix Schubert
variety Xw as Xw = Yw × Cd (where d is maximal possible), we show that Yw can be of
complexity-k exactly when k ̸= 1. Also, we give a combinatorial description of the extremal
rays of the weight cone of a Kazhdan–Lusztig variety, which in particular turns out to be the
edge cone of an acyclic directed graph. As a consequence we show that given permutations v and
w, the complexity of Kazhdan–Lusztig variety indexed by (v, w) is the same as the complexity
of the Richardson variety indexed by (v, w). Finally, we use this description to compute the
complexity of certain Kazhdan–Lusztig varieties.

1. Introduction
A group action on a variety very often gives significant information about its structure
and allows one to simplify its description. A very well-known example of this phe-
nomenon is the class of toric varieties, i.e. algebraic varieties endowed with an action
of an algebraic torus (C∗)n such that there is a dense orbit. A toric variety can be
completely described using combinatorial objects: a fan of convex polyhedral cones in
Rn, rational with respect to a lattice Zn ⊂ Rn. In [1] Altmann and Hausen extended
this description to the class of T -varieties, that is algebraic varieties with an algebraic
torus action which does not necessarily have a dense orbit. In general, a T -variety X
can be presented in terms of its p-divisor which is a partially combinatorial object,
consisting of a special quotient of X by the considered action (the geometric part)
and a fan of rational polyhedral cones in the lattice related to the torus (the combina-
torial part). If the complexity of the torus action, i.e. the codimension of the biggest
orbit, is small, then the combinatorial part contains a lot of information about X. In
particular, if complexity is 0 then X is toric and the p-divisor is purely combinatorial.

While toric varieties and their combinatorial description have been widely investi-
gated, there is still a lot to find out about T -varieties of higher complexity, even in
the case of complexity-1. Their geometric structure in general has been studied in [2],
but, in particular, there are not many non-trivial examples of p-divisors. Apart from
the ones in [1], one may look at p-divisors coming from the spectrum of the Cox ring
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structure on a variety, see [3]. An interesting general question is to find T -varieties
such that their p-divisors are not too difficult to determine, but they do not come from
a structure of a toric variety by downgrading the action. In particular, one may look
for a complexity-1 T -variety such that the quotient is a curve of higher genus. Such
examples could be later used to investigate the relation between the p-divisor descrip-
tion of a T -variety and its degenerations, see [3]. Thus, p-divisors give a motivation
for studying T -varieties of small complexity.

A related problem is to describe a given collection of varieties with a torus action
in the language of T -varieties of [1]. The goal of this paper is to begin to carry out this
program for a class of algebraic varieties, called Kazhdan–Lusztig varieties, defined by
imposing certain determinantal conditions to matrices in Cn×n, see Section 4.1. Such
a variety, denoted N v,w depends on two permutations v, w ∈ Sn, where Sn denotes
the symmetric group of degree n. This class of varieties has been used to describe local
behavior of Schubert varieties in the flag variety, e.g. in [31], and to provide geometric
explanations for various combinatorial phenomena in algebraic combinatorics, see
e.g. [18, 32, 7, 17].

Kazhdan–Lusztig varieties are endowed with a torus action, which we call the usual
torus action and describe in Section 4.2. We investigate the complexity of this action
and present methods for finding classes of Kazhdan–Lusztig varieties of small complex-
ity using results from representation theory and cones arising from directed graphs. A
related problem is to investigate the complexity of Schubert varieties, e.g. [15, 22]. As
we will see in Sections 4 and 5, only in special cases does the complexity of a Schubert
variety Xw determine the complexity of Kazhdan–Lusztig varieties N v,w.

We now describe the structure of the paper as well as the main results. In Section 2,
we briefly introduce T -varieties and toric ideals arising from directed graphs. We
present a formula for the dimension of the edge cone associated to this toric variety,
which is used to determine the complexity of a T -variety. In Section 3 we study a
special subclass of Kazhdan–Lusztig varieties: matrix Schubert varieties which were
introduced by Fulton in [11]. A matrix Schubert variety Xw is isomorphic to Yw ×Cd

where d is as large as possible and Yw is an affine variety. We show in Section 3.2
that the weight cone of the usual torus action on Yw is the edge cone of an acyclic
bipartite graph. In [10] the authors give a combinatorial criterion for Yw to be toric.
By simple arguments using graphs to investigate the dimension of the weight cone,
we hoped to classify complexity-1 matrix Schubert varieties, but surprisingly it turns
out that there are none, while all other complexities can be obtained.
Theorem (Theorem 3.14, Theorem 3.15). There exist T -varieties Yw of complexity-k
with respect to usual torus action only for k ̸= 1, where Xw

∼= Yw × Cd is a matrix
Schubert variety with d maximal possible.

In Section 4, we investigate properties of the usual torus action on general
Kazhdan–Lusztig varieties. The main result of this section is the description of the
generators of the weight cone of the usual torus action on N v,w. The description is
combinatorial, it relies on the properties of permutation v, w which determine N v,w.
Given a permutation v denote by ℓ(v) the length of the permutation, i.e. the number
of inversions of w.
Theorem (Theorem 4.11). The weight cone of the usual torus action on N v,w

∼=
Xw ∩ Ω◦

v is spanned by weights ev(j) − ei corresponding to the coordinate zij of the
opposite Schubert cell Ω◦

v such that tv(j),iv ⩽ w and ℓ(tv(j),iv) − ℓ(v) = 1, where tv(j),i

is the permutation transposing v(j) and i.
One observes immediately that this weight cone is also an edge cone of an acyclic

graph. This result, joined with the methods of investigating torus action via associated
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graphs, gives a tool which significantly simplifies the task of finding the complexity
of a Kazhdan–Lusztig variety with the usual torus action. As a consequence of this
theorem, we show in Corollary 4.16 that the complexity of N v,w is the same as the
complexity of the Richardson variety indexed by (v, w).

Lastly, Section 5 is a study of special cases with interesting examples of T -varieties.
More precisely, given d ∈ N we give a classification for the Kazhdan–Lusztig varieties
of complexity-d when v is the identity or a simple reflection. Concretely, in Theo-
rem 5.8 and Theorem 5.14 we give a formula for the complexity in terms of a reduced
word expression of w.

2. Toric Background
2.1. T -varieties of complexity-d. Let us discuss some relevant background on
T -varieties. For a deeper discussion of T -varieties, we refer the reader to [1] and [2].

Given a torus T , let M(T ) denote the character lattice of T and M(T )R the real
vector space spanned by M(T ).

Definition 2.1. An affine normal variety X is a T-variety of complexity-d if it admits
an effective T torus action with dim(X) − dim(T ) = d.

Note that normal affine toric varieties are T -varieties of complexity zero.
Let us describe how to compute the complexity of a T -variety X using polyhedral

methods. The convex polyhedral cone generated by all weights of the torus action
on X in M(T )R is called the weight cone of the action. Let p be a general point in
X. The closure of the torus orbit T · p is the affine normal toric variety associated
to the weight cone of the action. Therefore, the dimension of T · p is equal to the
dimension of the weight cone of the action. Since the action of T on T · p is effective,
dim(T ) = dim(T · p) and it follows that the dimension of the weight cone is equal to
the complexity of the T -action. We conclude that the complexity of the T -variety X
is equal to dim(X) minus the dimension of the weight cone. If the T -action is not
effective then the subgroup S =

⋂
p∈X Tp is nontrivial, where Tp = {t ∈ T | t · p = p}.

The induced T/S-action on X is given by tS · p = t · p and it is both well defined and
effective. Moreover, the weights of the T/S-action are the same as the weights of the
T -action. It follows that the complexity of the T/S-action is also equal to dim(X)
minus the dimension of the weight cone.

Throughout this paper, whenever we have a T -action on X that is not effective,
we will abuse notation and refer to X as a T -variety with complexity equal to that of
the T/S-action.

2.2. Toric ideals arising from directed graphs. Since we work with directed
acyclic graphs throughout this paper, we restrict our attention to these graphs, despite
the fact that the following construction can be done for general directed graphs.
Let G be a connected directed acyclic graph with n vertices and q edges. We denote
the edge set by E(G) and its vertex set by V (G). We choose the notation (a → b)
for the directed edge from vertex a to vertex b in order to avoid a conflict with other
notation. The kernel IG of the following morphism

ΦG : C[x1, . . . , xq] → C[t±1
1 . . . , t±1

n ]
xe 7→ tit

−1
j ,

where e = (i → j) ∈ E(G), is called the edge ideal of G, see [24, 13]. The edge
ideal is prime and generated by binomials. Concretely, let c := (vi1 , . . . , vir

) be a
(not directed) cycle i.e. a closed walk in which only the first and the last vertices are
equal. Here vik

is an edge of G, for k ∈ [r]. We split the cycle into two disjoint sets of
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edges c+ and c− where c+ consists of the clockwise oriented edges in the cycle c and
c− = c ∖ c+. Then we define the following binomial

fc :=
∏

vi∈c+

xi −
∏

vi∈c−

xi ∈ C[x1, . . . , xq].

If c+ = ∅ or c− = ∅, we set
∏

vi∈c+
xi = 1 or

∏
vi∈c−

xi = 1. We say that a cycle Γ
is primitive if it does not have any chord i.e. an edge which is not part of the cycle
but connects two vertices of the cycle.

Theorem 2.2. [13, Cor. 4.5] The edge ideal IG associated to G is generated by the
binomials fc where c is a primitive cycle.

The affine normal toric variety associated to G is defined as
TV(G) := Spec(C[x1, . . . , xq]

/
IG) = Spec(C[σ∨

G ∩ M(T )]),

where σ∨
G ⊆ M(T)R is called the (dual) edge cone. Let ei ∈ R|V (G)| be the ith standard

basis vector. One can describe the dual edge cone precisely as
σ∨

G = Cone(ei − ej | (i → j) ∈ E(G)).
The following result is crucial while calculating the complexity of a T -variety

throughout this paper.

Lemma 2.3. Let G be a directed acyclic graph with n vertices and k connected compo-
nents. The dimension of the edge cone σ∨

G ⊆ MR is n − k.

Proof. The rays of σ∨
G are the columns of the incidence matrix AG of G, so the

dimension of σ∨
G equals the rank of AG. By [13, Lem 4.1] if G is connected, then

the rank of the incidence matrix AG is n − 1. For G with connected components
G1, . . . , Gk after a relabelling of the vertices and edges we obtain

AG =



AG1 0 0 . . . 0
0 AG2 0 . . . 0
... 0 . . . 0
...

... . . . ...
0 0 0 . . . AGk

 .

Hence the rank of AG is n − k. □

3. Torus action on matrix Schubert varieties
Throughout this section we choose conventions which are compatible with [21]
and [32].

3.1. Background on matrix Schubert varieties. Let w ∈ Sn be a permutation.
We denote its permutation matrix again by w ∈ Cn×n with the convention

(1) wij :=
{

1, if w(j) = i,

0, otherwise.

Consider the following action of B ×B on Cn×n, where B is the group of invertible
upper triangular matrices of size n × n:

(B × B) × Cn×n → Cn×n

((X, Y ), M) 7→ XMY −1

Given a, b ∈ [n] := {1, 2, . . . , n} and M ∈ Cn×n let Ma,b
□ ∈ C(n−a+1)×b be the

submatrix of M consisting of rows a, . . . , n and columns 1, . . . , b. We denote the rank
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D(w) =
•

•

•
•

D°(w) =
•

•

•
•

Figure 1. The Rothe and opposite Rothe diagram of 3412.

of Ma,b
□ as rM (a, b). We remark that M ∈ BwB if and only if rM (a, b) = rw(a, b) for

all a, b ∈ [n].
Definition 3.1. The matrix Schubert variety associated to permutation w ∈ Sn is the
Zariski closure Xw := BwB ⊂ Cn×n.

These varieties were first investigated in [11], where their defining ideals were de-
scribed combinatorially in terms of Rothe diagrams.
Definition 3.2. The Rothe diagram of w ∈ Sn is D(w) := {(w(j), i) | i < j, w(i) >
w(j)}.

Note that each entry in D(w) is in one-to-one correspondence with an inversion of
w and therefore ℓ(w) = |D(w)|, where ℓ(w) is the Coxeter length of w. Starting with
the permutation matrix w, D(w) is visualized by replacing each 1 by a •, deleting all
0s, and placing a box in each entry of the permutation matrix w that is not south or
east of a •.
Definition 3.3. The opposite Rothe diagram of w ∈ Sn is D°(w) := {(i, j) | w(j) <
i, w−1(i) > j}.

In this case, D°(w) is visualized in a similar way to D(w), except that we place a
box on each entry that is not north or east of a •. Note that D°(w) = {(w(i), j) | j <
i, w(j) < w(i)},

ℓ(w) = |D(w)| = n(n − 1)
2 − |D°(w)|,

and the connected components of D°(w) are Young diagrams in French notation.
Definition 3.4. The set consisting of the north-east corners of each connected com-
ponent of D°(w) is called the essential set of w and denoted Ess(w).
Theorem 3.5 ([11, Prop. 3.3, Lem. 3.10]). The matrix Schubert variety Xw is an
affine variety of dimension n2 −|D°(w)|. It is defined as a scheme by the determinants
encoding the inequalities rM (a, b) ⩽ rw(a, b) for all (a, b) ∈ Ess(w).

Matrix Schubert varieties are normal varieties, see e.g. [18, Thm. 2.4.3].
Example 3.6. Let w = 3412 ∈ S4. We obtain the traditional and opposite Rothe
diagrams as in Figure 1. The length of w is |D(w)| = 4 = 6 − |D°(w)|. Observe
that Ess(w) = {(4, 1), (2, 3)} and the matrix Schubert variety Xw is defined by the
inequalities rM (4, 1) ⩽ rw(4, 1) = 0 and rM (2, 3) ⩽ rw(2, 3) = 2. Its defining ideal

is then
(

z41, det(M2,3
□ )

)
=

z41, det

z21 z22 z23
z31 z32 z33
z41 z42 z43

 ⊂ C[z12, . . . , z44]. Note that

dim(Xw) = 14.
Given w ∈ Sn there exists an affine variety Yw such that Xw = Yw ×Cd where d is

as large as possible. Let us describe Yw and d more precisely, following [10] with the
change of conventions we explain in Remark 3.9.

Algebraic Combinatorics, Vol. 6 #3 (2023) 839



M. Donten-Bury, L. Escobar & I. Portakal

SW(w)= L(w) = L′(w)=

Figure 2. SW(w), L(w) and L′(w) for w = 3412.

Definition 3.7. The connected component of (n, 1) in D°(w) is the dominant piece
of w and is denoted dom(w). Denoted by SW(w) the set consisting of the (i, j) which
are south-west of some entry in Ess(w). Moreover we let L(w) := SW(w) ∖ dom(w)
and L′(w) := L(w) ∖ D°(w).

We remark that since the connected components of D°(w) are Young diagrams,
then dom(w) and SW(w) also are Young diagrams. It follows that L(w) is a skew
diagram. However, as one can observe in L′(51423), L′(w) may not be a skew diagram.

Note that (a, b) ∈ dom(w) if and only if rw(a, b) = 0. Also, by Theorem 3.5, the
ideal defining the matrix Schubert variety depends only on the submatrices which are
in SW(w). First, consider the projection of the matrix Schubert variety Xw ⊆ Cn×n

onto the entries which are not in SW(w). Since these entries are free in Xw, the
projection isomorphic to Cn2−| SW(w)|. Define Yw as the projection onto the entries of
L(w). We obtain that Xw = Yw × Cn2−| SW(w)| and

(2) dim(Yw) = n2 − |D°(w)| − (n2 − | SW(w)|) = | SW(w)| − |D°(w)| = |L′(w)|.

Example 3.8. Continuing with w = 3412 ∈ S4 from Example 3.6, dom(w) = {(4, 1)}.
Figure 2 shows SW(w), L(w), and L′(w).

We observe that Xw = Yw ×C7, where Yw is the hypersurface defined by the idealdet

z21 z22 z23
z31 z32 z33
0 z42 z43

 ⊂ C[z21, z22, z23, z31, z32, z33, z42, z43].

In particular, dim(Yw) = 7.

Remark 3.9. The matrix Schubert varieties appearing in [10, 26] are defined using
a (B− × B)-action on Cn×n where B− is the group of lower triangular matrices of
size n × n. This changes the conventions, e.g. one imposes north-west rank conditions
instead of south-west rank conditions. We can translate from the conventions of this
paper into theirs by reflecting the matrices horizontally, i.e. w 7→ w0w where w0 is
the longest permutation.

3.2. The complexity of the torus action on Yw. We start by describing the
torus action on Yw considered in this paper. Note that Yw is isomorphic to the subvari-
ety of Xw obtained by setting zij = 0 for all (i, j) /∈ SW(w). Clearly, the B ×B-action
on Xw fixes this subvariety and, thus, induces a B × B-action on Yw. In this section,
we investigate the restriction to T × T of the action of B × B on Yw, called the usual
torus action.

The Yw that are toric with respect to the usual torus action are characterized in
[10, Thm. 3.4]. In this section we further study the complexity of this action. Our
main results are Theorem 3.14, which states that there exists no complexity-1 T × T -
variety Yw, and Theorem 3.15, which states that there exist Yw of complexity-d for
d ⩾ 2. We use the notation “T × T -variety” in a non-traditional way to avoid any
confusion over which torus action we consider on the variety Yw.
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We begin by computing the weight cone of the T × T -action on Yw. Note that
T × T has character lattice M(T × T ) ∼= Zn × Zn. The weights of the T × T -action
on Cn×n = SpecC[x11, . . . , xnn] are the (m, m̄) ∈ Zn × Zn for which there exists xij

such that (t, t̄) · xij = tmt̄m̄xij for all (t, t̄) ∈ T × T . Since (t, t̄) · xij = tit̄
−1
j xij , the

weights are {ei −fj | i, j ∈ [n]}, where e1, . . . , en, f1, . . . , fn denote the standard basis
for Zn × Zn. We conclude that the weight cone of the T × T -action on Yw is

σw = Cone(ei − fj | (i, j) ∈ L(w)).
In fact, this cone is an edge cone from Section 2.2 and its generators are encoded

by the edges of an acyclic directed bipartite graph. The dimension of the weight cone
can be calculated very easily via graphs (see Lemma 2.3) and many combinatorial
aspects of the edge cone are well-understood [25, 28]. Hence, next we reformulate the
considered torus action on Yw in terms of graphs.

Note that we consider the T × T -varieties with respect to the usual torus action
defined as before. To ease notation, given [n] ⨿ [n] we write k̄ for the elements of the
second [n]. Given w ∈ Sn, let Gw be the acyclic bipartite graph with E(Gw) = {(a →
b̄) | (a, b) ∈ L(w)} and V (Gw) ⊆ [n] ⨿ [n] so that Gw has no isolated vertices. Note
that this assumption is not a strong one. Indeed, this does not change the edge cone,
but only its ambient dimension. By definition, we have that the weight cone of Yw is
the dual edge cone of Gw, i.e. σw = σ∨

Gw . For simplicity, we refer to σw as the edge
cone of Yw. It follows from our discussion that Yw is a T × T -variety of complexity-d
with respect to the torus action T × T if and only if
(3) dim(σw) = dim(Yw) − d = |L′(w)| − d,

where the second equality follows from (2).

Remark 3.10. The edge cone of the acyclic bipartite graph Gw is isomorphic to the
edge cone of the underlying undirected graph of Gw. This undirected graph is in
particular used to classify rigid toric matrix Schubert varieties in [26].

Example 3.11. Let us consider again the matrix Schubert variety X3412 ∼= Y3412 ×C7

from Example 3.8. For each box (a, b) in L(w), we construct an edge (a → b̄). The
dimension of the associated edge cone σw is 5 and |L′(w)| = 7. Hence Y3412 is a
T × T -variety of complexity-2 with respect to the usual torus action.

(2, 1)(2, 2)(2, 3)

(3, 1)(3, 2)(3, 3)

(4, 2)(4, 3)

3

4

Gw

3̄

2̄

2 1̄

The Yw of complexity-0, i.e. toric varieties, have been classified in [10]. A hook with
corner (i, j) consists of boxes (i′, j′) such that j = j′ and i′ ⩾ i or i = i′ and j ⩾ j′.

Theorem 3.12 ([10, Thm 3.4]). Yw is a toric variety with respect to the T × T -action
if and only if L′(w) consists of disjoint hooks not sharing a row or a column.

Some simple arguments used in the alternative proof of this result in [26, Thm
3.2] motivated us to work further with graphs to investigate the varieties Yw of larger
complexity.

Example 3.13. Let w = 3142 ∈ S4. Figure 3 illustrates D°(w), L(w), L′(w), and Gw.
The dimension of the associated bipartite graph and |L′(w)| is three. Also, as seen in
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this figure, L′(w) has a hook shape. Thus, Yw is a toric variety with respect to the
effective torus action of T = (C∗)3.

3 2̄

2 1̄

Figure 3. D°(w), L(w), L′(w), and Gw for w = 3142.

The following natural question is to study complexity-1 T ×T -varieties Yw, however
the next theorem shows that there are none.
Theorem 3.14. There are no complexity-1 T × T -varieties Yw.

We now introduce some notation that will be used in the proof of this theorem.
Suppose that L(w) has connected components L1, . . . , Lk. Fix i and let Hi be the set
of SW-border of Li, i.e.
(4) Hi = {(p, q) ∈ Li | (p, q − 1) /∈ Li, (p + 1, q) /∈ Li, or (p + 1, q − 1) /∈ Li}.

Figure 4 gives an example of this set.

Figure 4. Let w = 3412756. The leftmost figure is D°(w) and the
middle one is L(w). Let L1 be the northwesternmost connected com-
ponent L(w), then H1 is depicted on the right.

Proof of Theorem 3.14. Suppose that L(w) has connected components L1, . . . , Lk.
Since L(w) is a skew diagram, each Li corresponds to a connected component Gi of Gw

and therefore σw = σ∨
G1

×· · ·×σ∨
Gk

. We first show that for all i, dim(σ∨
Gi

) ⩽ |Li∩L′(w)|.
Fix i and let Hi be as in (4); we claim that Hi ∩ D°(w) = ∅. Suppose, by contra-

diction, that (p, q) ∈ Hi ∩ D°(w). Then, by the definition of Hi either p = n, q = 1,
or one of (p, q − 1), (p + 1, q), (p + 1, q − 1) is in dom(w). Note that the p = n and
q = 1 cases can’t occur since (p, q) ∈ D°(w) with either p = n or q = 1 must also be
in dom(w). If at least one of (p, q − 1), (p + 1, q), or (p + 1, q − 1) is in dom(w), then
(p, q) ∈ dom(w) which is also not possible. It follows that Hi ∩ D°(w) = ∅, which
implies that Hi ⊆ Li ∩ L′(w).

Since, the connected components of L(w) are skew diagrams, the vertices of Gi

are the rows and columns containing boxes in Hi. We conclude that Gi has at most
|Hi| + 1 vertices and, by Lemma 2.3,
(5) dim(σ∨

Gi
) = |Hi| ⩽ |Li ∩ L′(w)|.

With this equation at hand we proceed to prove that there is no Yw of complexity-
1. Assume, by contradiction, that w is such that dim(σw) = |L′(w)| − 1. Note that
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dim(σw) = dim(σ∨
G1

) + · · · + dim(σ∨
Gk

) and |L′(w)| = |L1 ∩ L′(w)| + · · · + |Lk ∩ L′(w)|.
By (5) it follows that there exists j such that dim(σ∨

Gj
) = |Hj | = |Lj ∩ L′(w)| − 1 and

dim(σ∨
Gi

) = |Li ∩ L′(w)| for i ̸= j. In particular, we have that

(6) Lj ∩ L′(w) = Hj ∪ {(a, b)}.

Since (a, b) ∈ SW(w) there exist (p, q) ∈ D°(w) such that p ⩽ a and q ⩾ b and, using
(a, b) /∈ D°(w), it follows that either (a, b + 1) ∈ SW(w) or (a − 1, b) ∈ SW(w).

Throughout this proof we assume, without loss of generality due to symmetry, that
(a, b + 1) ∈ SW(w). Suppose (a, b + 1) /∈ D°(w). Then (a, b + 1) ∈ Lj ∩ L′(w) and,
by (6), (a, b + 1) ∈ Hj . However, this is not possible since Lj is a skew diagram. It
follows that (a, b + 1) ∈ D°(w), i.e.
(7) w(b + 1) < a and w−1(a) > b + 1.

We finish this proof by considering the four possible ways in which Hj and {(a, b −
1), (a + 1, b)} can intersect.

The first case is when (a, b − 1), (a + 1, b) /∈ Hj . From the definition of D°(w) we
can see that

(a, b − 1), (a + 1, b) ∈ D°(w), (a, b) /∈ D°(w) ⇒ w(b) = a.

Since this contradicts (7), we see then that this case is not possible.
The second case is when (a, b − 1), (a + 1, b) ∈ Hj . Since (a, b − 1) /∈ D°(w), by (7)

it follows that w(b − 1) > a. Similarly, (a, b) /∈ D°(w) and (7) imply that w(b) > a.
We then have that a ⩽ n − 2. Let us show that (a + 2, b − 2) ∈ dom(w). Since
Hj is connected and (a, b) /∈ Hj , then (a + 1, b − 1) ∈ Hj . Now, Hj borders part
of dom(w), which is a Young diagram, so (a + 1, b − 1), (a + 1, b) ∈ Hj imply that
(a + 2, b − 2) ∈ dom(w) and, by definition of D°(w), that w(b − 1) < a + 2. We have
that w(b − 1) > a since (7) implies that w(b − 1) ̸= a and if w(b − 1) < a then
(a, b − 1) ∈ D°(w). It follows that w(b − 1) = a + 1.

Notice that (a + 2, b − 2) ∈ dom(w) also implies that either (a + 2, b) ∈ dom(w) or
(a+2, b) ∈ Hj . If (a+2, b) ∈ dom(w) then the 1 in column b of the permutation matrix
of w must lie in row x ⩽ a+1. Since w(b−1) = a+1 and by (7) this 1 must be in row
x ⩽ a − 1. However, this contradicts that (a, b) /∈ D°(w) so (a + 2, b) ∈ dom(w) is not
possible. On the other hand, suppose that (a + 2, b) ∈ Hj . Since (a, b + 1) ∈ D°(w),
then (a + 1, b + 1) ∈ Lj . Furthermore, by (6), (a + 1, b + 1) /∈ L′(w) so in fact
(a+1, b+1) ∈ D°(w). However, this would imply that w−1(a+1) > b+1 contradicting
that w(b − 1) = a + 1. We conclude that this case is also impossible.

The next case is when (a, b−1) ∈ Hj and (a+1, b) /∈ Hj . It follows that (a+1, b) ∈
D°(w) and thus w(b) < a + 1. However, since (a, b + 1) ∈ D°(w) we would have that
(a, b) ∈ D°(w), a contradiction.

The last case is when (a, b − 1) /∈ Hj and (a + 1, b) ∈ Hj . Since (a, b) is neither in
D°(w) nor in the SW-border of Lj , we have (a + 1, b − 1) ∈ Hj . Now, w(b) > a + 1
since w(b) ̸= a, by (7), w(b) = a + 1 would imply that (a + 1, b − 1) ∈ D°(w),
and w(b) < a would imply that (a, b) ∈ D°(w). In particular, a + 1 < n. Since
(a + 1, b − 1) ∈ Hj , we have that (a, b − 1) /∈ dom(w), so (a, b − 1) ∈ Lj . By (6) it
follows that (a, b − 1) ∈ D°(w). Note that

(a, b − 1) ∈ D°(w), (a + 1, b − 1) /∈ D°(w) ⇒ (a + 1, b + 1) /∈ D°(w)
and, again by (6), we have that (a + 1, b + 1) ∈ Hj . Combining this with a + 1 < n we
deduce that (a + 2, b) ∈ D°(w). However, this means that w(b) < a + 2, contradicting
w(b) > a + 1.

Since none of the cases are possible, it follows that there is no Yw of complexity-
1. □
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Theorem 3.15. There exist T × T -varieties Yw of complexity-d for d ⩾ 2.

Proof. Let Yα be a complexity-i T ×T -variety and Yβ be a complexity-j T ×T -variety,
for α ∈ SA and β ∈ SB . Consider the opposite Rothe diagram of the permutation
γ = α1 . . . αA β1 + A . . . βB + A ∈ SA+B .

D°(α) −

∗ D°(β)

By the construction the area labelled with ∗ is contained in dom(γ) since there exist
no 1s of the permutation matrix of γ in this area. Moreover, D°(w) has no boxes
in the area labelled with −. Since the area ∗ is contained in dom(γ) we obtain the
bipartite graph Gγ is the disjoint union of Gα and Gβ . Hence we conclude that Yw

is a complexity-(i + j) T × T -variety, since dim(σγ) = dim(σα) + dim(σβ). Finally,
since Y3412 has complexity-2, Y4312 has complexity-3, and every d ⩾ 2 is in the affine
semigroup spanned by 2, 3 the statement follows. □

The following is a natural question:

Question 1. Given d ⩾ 2, classify the Yw of complexity-d.

One can observe in w = 3412, w = 42513 or w = 41523 that the shapes of
the (opposite) Rothe diagrams of Yw of complexity-2 will be more complex than for
complexity-0.

In this section, we observed that matrix Schubert varieties are not sources of
complexity-1 T × T -varieties. Thus, we steer our investigation in the direction of
Kazhdan–Lusztig varieties which are generalizations of matrix Schubert varieties and
provide many interesting examples of T -varieties.

4. Torus action on Kazhdan–Lusztig varieties
We now investigate the usual torus action on Kazhdan–Lusztig varieties N v,w. Our
aim is to study the complexity of this action. To this end we give a combinatorial
description of its set of weights, and also of the set of extremal rays of the associated
weight cone σv,w. We also discuss the relation between σv,w and the cone of weights
of the usual torus action on affine neighborhoods of torus fixed points in Schubert
variety Xw, i.e. vΩ◦

id ∩ Xw, studied in [21]. Finally, in Section 4.3 we interpret our
results in terms of directed graphs.

4.1. Background on Kazhdan–Lusztig varieties. Let G = GLn(C), B be the
Borel subgroup of upper triangular matrices, T ⊂ B the maximal torus of diagonal
matrices, and B− the corresponding opposite Borel subgroup of lower triangular ma-
trices. The complete flag variety is G/B and G acts on G/B by left multiplication.
The fixed points of G/B under the left action of T are wB for w ∈ Sn. We have the
cell decomposition

G/B =
⊔

w∈Sn

BwB/B,

known as the Bruhat decomposition. The closure of the B-orbit BwB/B is the Schu-
bert variety Xw ⊆ G/B, which is a subvariety of dimension ℓ(w). The opposite Schu-
bert cell Ω◦

v is the B−-orbit B−vB/B.
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Definition 4.1. The Kazhdan–Lusztig variety (KL variety) corresponding to v, w ∈
Sn is

N v,w := Xw ∩ Ω◦
v.

We remark that

(8) dim(N v,w) = ℓ(w) − ℓ(v),

see e.g. [31, Cor. 3.3].
The nonempty KL varieties are characterized by the Bruhat order.

Definition 4.2. The Bruhat order is the partial order on Sn defined by v ⩽ w if
rv(a, b) ⩽ rw(a, b) for all a, b ∈ [n].

By [11, Lem. 3.10], N v,w is non-empty if and only if v ⩽ w.
A very useful point of view on a KL variety is given by the isomorphism [16,

Lem. A.4]:

(9) Xw ∩ vΩ◦
id

∼= Cℓ(v) × N v,w .

The left side of this equation is an affine neighborhood of the T -fixed point vB/B in
Xw. Therefore, (9) tells us that the ideals defining KL varieties are the ideals defining
affine neighborhoods of the T -fixed points of Schubert varieties. As a consequence,
we have that KL varieties are normal. Indeed, since Schubert varieties are normal,
see e.g. [9, 27], and normality is a local property, it follows that KL varieties are
normal. Moreover, since KL varieties are B-invariant and T ⊂ B then they are also
T -invariant. We then have that KL varieties are T -varieties.

Following [31, 32] we give an explicit description of the coordinate ring C[N v,w]. We
remark that our conventions for labeling the variables differ from those by Woo-Yong.

Definition 4.3. Given v ∈ Sn let Σv ⊂ Cn×n consist of the matrices Z such that

(10)


Zv(i),i = 1 for all i ∈ [n],
Zv(i),a = 0 for a > i,

Zb,i = 0 for b < v(i).

The space Σv can be realized as follows. First, write down the 1s of the permutation
matrix of v ∈ Sn. Next set all the entries that are either north or east of a 1 to zero. The
remaining entries are free. Since the free entries are precisely the entries of the opposite
Rothe diagram D°(v), we have that Σv

∼= C|D°(v)| and C[Σv] = C[zij | (i, j) ∈ D°(v)].
We will denote a generic element of Σv by Z(v), i.e. a matrix with 0s and 1s at the
entries listed above and unknowns zij at the remaining entries.

Proposition 4.4 ([12, Section 10.2]). The map π : G → G/B sending a matrix Z to
its coset ZB induces a (scheme-theoretic) isomorphism between Σv and the opposite
Schubert cell Ω◦

v.

In [31] this isomorphism is used to describe the defining ideal of N v,w. Namely, the
following varieties are isomorphic

N v,w
∼= Xw ∩ Σv,

where Xw is the matrix Schubert variety corresponding to w. Thus, the defining ideal
of N v,w is generated by the determinantal equations obtained by imposing the rank
conditions of Fulton’s essential set from Theorem 3.5 to the generic element in Z(v).
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4.2. Weight cone for a Kazhdan–Lusztig variety. Our aim is to investigate
the usual torus action on KL varieties, i.e. the restriction of the T -action on G/B to
N v,w. In particular we would like to examine its complexity using a combinatorial ap-
proach.

The T -action on Ω◦
v induces a T -action on Σv. Given M ∈ T and Z ∈ Σv, let

M · Z = π−1((MZ)B/B). We follow [32] to give a concrete description. Note that
M · Z ∈ Σv, but in general MZ /∈ Σv because the entries MZv(i),i, i ∈ [n], need not
be equal to 1. To obtain π−1((MZ)B/B) ∈ Σv we multiply MZ on the right by the
element of T which make these entries 1; this is accomplished by the diagonal matrix
N such that for each i ∈ [n], Ni,i = (Mv(i),v(i))−1, i.e. N = v−1M−1v. This action
descends to N v,w.

We now compute the weights of the T -action on Σv. Let e1, . . . , en be the standard
basis for M(T )R ∼= Rn. Given M, N ∈ T , as above, and zij = (Z(v))ij we have

(MZ(v)N)ij = MiiNjjzij = MiiM
−1
v(j)v(j)zij .

Following the convention that the weights of the zij are positive roots, as in [32], the
above equation implies that the weight of the variable zij is ev(j) − ei.

Remark 4.5. Matrix Schubert varieties make a special class of KL varieties [32, proof
of Cor 2.6] and the resulting T -action from this section is equivalent to that of Sec-
tion 3. Concretely, let wn

0 be the longest permutation in Sn. Define w0 ⋆ w0 ∈ S2n to
be the permutation such that (w0 ⋆ w0)(i) = wn

0 (i) and (w0 ⋆ w0)(i + n) = wn
0 (i) + n,

for i ∈ [n]. Consider w as a permutation of S2n, where w(i) = i for i ∈ {n+1, . . . , 2n}
and let ŵ = w2n

0 w ∈ S2n. Then the matrix Schubert variety Xw ⊆ Cn×n is isomorphic
to the KL variety N w0⋆w0,ŵ ⊆ C2n×2n.

In Section 3 we considered the T × T -action on Cn×n where zij has weight ei − fj .
On the other hand, Z(w0⋆w0) has its free coordinates zij in rows {n + 1, . . . , 2n} and
columns [n]. The usual torus action on the variable zij has weight ew0⋆w0(j) − ei =
ewn

0 (j) − ei = en+1−j − ei. Since {n + 1 − j | j ∈ [n]} ∩ {n + 1, . . . , 2n} = ∅, by
identifying ei ↔ fi−n we see that the weights of the two actions are equivalent.

We denote the cone of weights for the KL variety in the lattice M(T )R ∼= Rn

associated to the torus T by σv,w. Our aim is to determine the weights of the T

action on the KL variety N v,w
∼= Xw ∩ Σv, or more precisely the cone σv,w. We

think of the T -action in terms of matrix coordinates. The idea of this section is based
on the similarity between the definition of a matrix Schubert variety as a subset
of the matrix space Cn×n, the description in Definition 4.2 of the Bruhat order of
permutations and some well-known facts from representation theory. Since we work
with a non-empty KL variety N v,w, in what follows we always assume that v ⩽ w
under the Bruhat order.

4.2.1. Inversions and non-inversions of v. A feature of v which is very important in
understanding N v,w, is its set of inversions. Recall that {i, j} ⊂ [n], where i < j, is an
inversion of v if in the one-line notation j stands before i. Or, treating v as a function,
v−1(i) > v−1(j). A pair which is not an inversion will be called a non-inversion of v.
We want to relate (non-)inversions of v to entries of Z(v).

Definition 4.6. We say that the entry (i, j) in Z(v) corresponds to a non-inversion
of v if v(j) < i and {v(j), i} is a non-inversion of v.

Remark 4.7. Note that v(j) < i is automatically satisfied for entries which are not
set to 0 or 1 by Definition 4.3. Observe that all entries of Z(v) which are not set to
0 or 1 by Definition 4.3 correspond to non-inversions of v. This is because these are
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precisely the entries lying in the opposite Rothe diagram of v, and the condition in
Definition 3.3 is the same as in Definition 4.6.

4.2.2. Unexpected zeros. The entries zij in Z(v) correspond to coordinates on Ω◦
v, and

therefore to weights of the T -action on Ω◦
v. We need to know which of these weights

are still present in the intersection of Σv with Xw. Some of the weights from the
weight cone of Ω◦

v may not lie in the weight cone of N v,w. The simplest examples are
weights corresponding to the entries zij of the dominant piece for w. These variables
vanish on N v,w, so their weights are not in σv,w, unless they are produced as positive
combinations of some other weights, i.e. they correspond to monomials.

However, the dominant piece for w is not the only reason for the fact that some
weights from Ω◦

v are not present in σv,w. It may happen that the configuration of 0s
and 1s in Z(v) together with the conditions for belonging to Xw (Fulton’s equations
coming from submatrix rank conditions, see Theorem 3.5) make some zij vanish on
the whole N v,w. The ideal of N v,w, i.e. the ideal which is obtained from the ideal of
Xw by substituting 0s and 1s as in Definition 4.3, may thus contain some variables
zij , not present in the ideal of Xw.

Definition 4.8. By an unexpected 0 (for N v,w) we understand an entry zij of Z(v),
not constantly 0 on Xw, such that for every matrix in N v,w we have zij = 0. Equiv-
alently, zij is in the ideal of N v,w, but it does not belong to the ideal of Xw.

In particular, zij corresponding to entries of the dominant piece of D◦(w) are
unexpected 0s.

Example 4.9. Consider w = 47681352 and v = 32187654 in S8. Look at defin-
ing conditions for Xw. The diagram D°(w) has three parts: the dominant piece
{z41, z51, z61, z71, z81, z82, z83}, {z25, z35} and {z55, z56}. The entries of the dominant
piece are unexpected 0s (marked in blue in the matrix below), but these are not the
only ones. The essential boxes of the other pieces of D°(w) are z25 and z56, and they
give conditions that the ranks of corresponding lower left corner submatrices are not
bigger than 4 and 3 respectively.

Now look at v. In the matrix below, entries in the regions above the horizontal
line and to the right of the vertical line are set to 0 or 1 by Definition 4.3, hence
the only non-constant zij appear in the lower left rectangle. When we compute the
determinant of a 5 × 5 minor of Z(v) given by choice of columns 1, . . . , 5 and rows
2, 3, i, 7, 8 where i = 4, 5, 6, we obtain zi3. The conditions given by w require this
determinant to vanish, hence z43, z53, z63 are unexpected 0s (marked in red in the
matrix below). Also, the determinant of a 4 × 4 minor of columns 2, 4, 5 and rows
5, 7, 8 is z52, so it is an unexpected 0 (also marked in red).

0 0 1 0 0 0 0 0
0 1 0 0 0 0 0 0
1 0 0 0 0 0 0 0

z41 z42 0 0 0 0 0 1
0 0 0 0 0 0 1 0
0 z62 0 0 0 1 0 0
0 z72 z73 0 1 0 0 0
0 0 0 1 0 0 0 0


Thus we obtain N v,w

∼= C5. The weight cone σv,w is spanned by weight correspond-
ing to zij which are not unexpected 0s, given in the matrix above. Since the weight
corresponding to zij is ev(j)−ei

, we have Cone(e3 −e4, e2 −e4, e2 −e6, e2 −e7, e1 −e7).
It is 5-dimensional, hence the T -action on N v,w has a dense orbit.
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The main question of the next section is how to determine unexpected 0s for
given v and w without computing the ideals. We would like to show a combinatorial
characterization of such entries which leads to a direct description of the weight graph
and the weight cone of the T -action on N v,w. We also explain the relation to the
description of the weight cone of the T -action on Xw ∩ vΩo

id, investigated in [21].

4.2.3. Weights of the usual torus action. As explained in [14], given a subvariety
X ⊆ G/B and gB ∈ X the intersection X ∩ gΩ◦

id is an affine open neighborhood
of gB in X . It follows that TgB(X ) = TgB(X ∩ gΩ◦

id). If we further assume that X
is a T -invariant subvariety of G/B and gB is a T -fixed point, then X ∩ gΩ◦

id is T -
invariant. Moreover, TgB(X ∩ gΩ◦

id) inherits a T -action and, since X ∩ gΩ◦
id is affine,

the T -weights are the same as those for X ∩ gΩ◦
id, see e.g. [30, Sec. 5].

The case X = Xw is well understood and we have that the T -weights of TvB(X ) are
{ϵv(i) −ϵv(j) | i > j, tv(i)v(j)v ⩽ w}, where tv(i)v(j) is the permutation transposing v(i)
and v(j), see e.g. [4, Thm. 5.5.3]. It follows that these weights are also the T -weights
of Xw ∩ vΩ◦

id. However, these weights come from a choice of coordinates for C[vΩ◦
id]

different from the one we use. Next, we describe how to change the weights to our
coordinates. To avoid confusion, let ϵ1, ϵ2, . . . , ϵn denote the weights associated to the
coordinates from [4].

The content of the next two paragraphs can be found in [6, Sections 1.2 and 1.3]. Let
B− ⊆ GLn(C) denote the Borel subgroup of lower triangular matrices and U− ⊆ B−

the subgroup with diagonal entries equal to 1. Note that U− ∼= C(n
2). We have a

T -equivariant isomorphism of affine spaces

(11) U− ∼= Ω◦
id, g 7→ gB.

Note that the generic element Z(−) of U− is the lower triangular matrix with 1s on
the diagonal and unknowns xij for i > j. It follows that C[U−] ∼= C[xij | i > j]. The
T -action on U− is M · g = MgM−1, for M ∈ T , so that the weight corresponding to
xij is ϵi − ϵj , under the conventions of [4].

The isomorphism (11) induces the T -equivariant isomorphism

(12) vU− ∼= vΩ◦
id, vg 7→ vgB.

The generic element of vU− is vZ(−) and C[vU−] ∼= C[xij | i > j]. Note that xij is
the (v(i), j)-entry of vZ(−). The T -action on vU− is M · vg = Mvg(v−1M−1v), for
M ∈ T . We then have that ϵi − ϵv(j) is the weight for the variable at position (i, j),
namely xv−1(i)j . In fact, (12) restricts to a T -equivariant isomorphism

(13) Xw ∩ vΩ◦
id

∼= vU− ∩ Xw.

By comparing the entries of vZ(−) with the entries of Z(v), we obtain the inclusion
Σv ↪→ vU− associated to the map

C[xij | i > j] → C[zij | (i, j) ∈ D°(v)]

xv−1(i)j 7→

{
zij (i, j) ∈ D°(v)
0 else

.

Recall that the weight of zij is ev(j) − ei. It now follows that we can obtain the
T -weights under our coordinates via the correspondence ϵi ↔ −ei.

Lemma 4.10. The set of T -weights of N v,w is {ev(j) −ei | tv(j),iv ⩽ w, (i, j) ∈ D°(v)}.
That is, tv(j),iv ⩽ w if and only if zij is not an unexpected zero.

Algebraic Combinatorics, Vol. 6 #3 (2023) 848



Complexity of Kazhdan–Lusztig varieties

Proof. By the inclusion Σv ↪→ vU− above, we have that the T -weights of Σv are
precisely the T -weights of vU− corresponding to the variables in Σv. These are the
weights at positions (i, j) ∈ D°(v), i.e. the weights

{ϵi − ϵv(j) | v−1(i) > j, (i, j) ∈ D°(v)} = {ev(j) − ei | v−1(i) > j, (i, j) ∈ D°(v)}
= {ev(j) − ei | (i, j) ∈ D°(v)},

where in the last equality we used that, by definition of D°(v), if (i, j) ∈ D°(v), then
v−1(i) > j.

By [4, Thm. 5.5.3] and (13) we have that the T -weights of vU− ∩ Xw are
{ϵi − ϵv(j) | v−1(i) > j, tv(j),iv ⩽ w} = {ev(j) − ei | v−1(i) > j, tv(j),iv ⩽ w}.

We obtain the T -weights of N v,w by using the inclusion
N v,w

∼= Σv ∩ Xw ↪→ vU− ∩ Xw,

to restrict the preceding weights to those corresponding to the variables in Σv, i.e.
{ev(j) − ei | v−1(i) > j, tv(j),iv ⩽ w, (i, j) ∈ D°(v)} = {ev(j) − ei | tv(j),iv ⩽ w, (i, j) ∈ D°(v)}.

□

Now we determine a subset of the set of T -weights for N v,w which corresponds to
the extremal rays of σv,w. This is related to [21, Prop. 7.6] and this is explained in
more detail in Remark 4.13.

Theorem 4.11. The extremal ray generators of the cone σv,w of T -weights on N v,w

are the weights corresponding to zij from Z(v) such that tv(j),iv ⩽ w and ℓ(tv(j),iv) −
ℓ(v) = 1.

Proof. The containment
Cone(ev(j) − ei | tv(j),iv ⩽ w, (i, j) ∈ D°(v), ℓ(tv(j),iv) − ℓ(v) = 1) ⊆ σv,w

immediately follows from Lemma 4.10.
Again by Lemma 4.10, it suffices to show that if we choose only zij satisfying

tv(j),iv ⩽ w and in addition ℓ(tv(j),iv) − ℓ(v) = 1, then the corresponding weights do
not span a smaller cone. The condition ℓ(tv(j),iv) − ℓ(v) = 1 means that in the one-
line notation of v there are only elements smaller than v(j) or greater than i between
v(j) and i. In terms of matrices, this means that in the permutation matrix of v the
rectangle determined by (i, j) and (v(j), v−1(i)) contains no 1s of v apart from two
corners (v(j), j) and (i, v−1(i)).

First note that, by Remark 4.7, zij corresponds to a non-inversion of v, hence we
have ℓ(tv(j),iv)−ℓ(v) > 0. Assume that ℓ(tv(j),iv)−ℓ(v) > 1 and let (v(c), c) be an entry
containing a 1 of v in this rectangle. Then the entries (v(c), j) and (i, c) correspond
to non-inversions of v. Moreover, we have tv(j),v(c)v ⩽ w and tv(c),iv ⩽ w respectively.
Let us prove the latter statement for (v(c), j) and assume that tv(c),iv ≰ w. Then
there is (a, b) with v(j) < a ⩽ v(c) and j ⩽ b < c such that rtv(c),iv(a, b) > rw(a, b).
However, rtv(c),iv(a, b) = rv(a, b) + 1 = rtv(j),i

(a, b), which contradicts tv(j),iv ⩽ w.
Thus we can build a sequence of entries containing 1s of v

(v(j), j) = (v(c0), c0), (v(c1), c1), . . . , (v(ck), ck), (v(ck+1), ck+1) = (i, v−1(i))
all inside the rectangle with corners (i, j) and (v(j), v−1(i)), such that for any p =
0, . . . , k we have ℓ(tv(cp),v(cp+1)v)−ℓ(v) = 1. We construct it inductively starting from
(v(j), j) and at the p-th step we add (v(cp), cp) being the entry containing 1 of v
which is closest to (v(cp−1), cp−1) in the rectangle with corners (v(cp−1), cp−1) and
(i, v−1(i)). Then the T -weight ev(j) − ei corresponding to the entry zij is the sum of
T -weights ev(cp) − ev(cp+1) for p = 0, . . . , k.
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We are left with showing that these weights are indeed extremal ray generators of
σv,w. Let zc0,d0 satisfy the assumptions of the theorem and the corresponding weight
be the sum of weights corresponding to zc1,d1 , . . . , zck,dk

with c1 < c2 < . . . < ck.
That is, ev(d0) − ec0 = ev(d1) − ec1 + . . . + ev(dk) − eck

.
Note that by Definition 4.3 we obtain that

v(d0) = v(d1) < c1 = v(d2) < . . . < ck−2 = v(dk−1) < ck−1 = v(dk) < ck = c0.

Then (v(dl), dl) for all l ∈ {2, . . . , k − 1} is contained in the rectangle with corners
(v(d0), d0) and (c0, v−1(c0)), which makes ℓ(tv(d0),c0) − ℓ(v) = 1 impossible.

Since ℓ(tv(d0),c0) − ℓ(v) = 1 is satisfied by the hypothesis, in the permutation
matrix of v, the rectangle determined by (c0, d0) and (v(d0), v−1(c0)) must contain
no 1s of v other than the corners (v(d0), d0) and (c0, v−1(c0)). However, that is not
true, since (v(dl), dl) is contained in this rectangle for all l ∈ {2, . . . , k − 1}, hence a
contradiction. □

Example 4.12. It is possible that zij is an unexpected 0, but the weight corresponding
to zij belongs to σv,w. Let v = 1324 and w = 3241 in S4. Then the entry z41 is an
unexpected 0 because it lies in the dominant piece of w. By Lemma 4.10, the entries
z43 and z21 are not unexpected 0s. By Lemma 4.10, the weights for those entries are
ev(3) − e4 = e2 − e4 and ev(1) − e2 = e1 − e2 respectively and thus the T -weight for
the unexpected 0 z41 is in σv,w.

Remark 4.13. We would like to relate the proofs above to one of the main results
of [21], namely the description of the weight cone Dw(v) for the usual torus action on
the Schubert variety Xw on an affine neighborhood of the fixed point corresponding
to the permutation v (see [21, Def. 7.1, Def. 7.4]). As in the proof of Lemma 4.10, one
may use [4, Thm. 5.5.3] to investigate Dw(v) by looking at the tangent space to Xw

at v. One obtains that Dw(v) is spanned by all weights ev(j) −ei such that tv(j),iv < w
and |ℓ(v) − ℓ(tv(j),iv)| = 1, using methods similar to the proof of Theorem 4.11.

Note that this set of weights can be divided into ones corresponding to non-
inversions, coming from the KL part in the isomorphism (9) and having the positive
difference of lengths, and the ones corresponding to inversions, coming from the affine
part in the isomorphism (9), with the negative difference of lengths.

4.3. Torus action in terms of graphs. In this section, we define the directed
acyclic graph Gv,w such that its edge cone is the weight cone of the usual torus action
on N v,w. In other words, we interpret Theorem 4.11 in terms of graphs. Moreover,
we also observe the connection to the graph associated to the usual torus action
on vΩ◦

id ∩ Xw. We explain how to determine the complexity of KL varieties using
these graphs.

Let G be a directed acyclic graph. Recall that (x → y) denotes a directed edge
from vertex x to vertex y. A directed edge is called indecomposable if there exists
no other directed path connecting the vertex x to y. Note that in a directed acyclic
graph one may decompose edges into indecomposable ones, i.e. for any edge (x →
y) there is a path from x to y consisting of indecomposable edges: Either (x →
y) is indecomposable, or we have another directed path from x to y. In the latter
case, applying this argument inductively to each decomposable edge of this path will
end, since otherwise we would have a directed cycle. In particular, remark that the
indecomposable edges of G correspond to the extremal ray generators of the dual edge
cone σ∨

G, defined in Section 2.2.
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Definition 4.14. Let v, w ∈ Sn and let zij be a coordinate of Z(v). We define the
graph G̃v,w with

V (G̃v,w) := [n] and E(G̃v,w) := {(v(j) → i) | zij is not an unexpected 0 of N v,w}.

We define Gv,w to be the subgraph with edge set E(Gv,w) consisting of the indecom-
posable edges of E(G̃v,w).

Recall that σv,w denotes the cone of weights of the T -action on the KL variety
N v,w. Note that σv,w = σ∨

Gv,w
= σ∨

G̃v,w

. Moreover, by Theorem 4.11, we have that

(14) E(Gv,w) = {(v(j) → i) | i > j, tv(j),iv ⩽ w and ℓ(tv(j),iv) − ℓ(v) = 1}.

Thus, we can use the following formulas for the dimension of the dual edge cone
of σv,w of Gv,w and relate it to the complexity of a KL variety.

Corollary 4.15. The dimension of σv,w of Gv,w, calculated as in Lemma 2.3, is:
(15) dim(σv,w) = |V (Gv,w)| − #(connected components of Gv,w).

Moreover, N v,w is a KL variety of complexity-k if and only if
(16) dim(σv,w) = dim(N v,w) − k = ℓ(w) − ℓ(v) − k.

We now compare the complexity of KL varieties with the complexity of a Richard-
son variety. Given v, w ∈ Sn, the Richardson variety Xv

w is defined to be the inter-
section of the Schubert variety Xw and the opposite Schubert variety Xv := Ω◦

v =
B−vB/B. Since Richardson varieties are invariant under the T -action, they are T -
varieties.

Corollary 4.16. The complexity of the Kazhdan–Lusztig variety N v,w is the same
as that of the Richardson variety Xv

w.

Proof. The Bruhat interval polytope Qv,w, introduced by Kodama–Williams in [20],
is the moment map image of Xv

w with respect to the T -action. Because of this, the
complexity of Xv

w is given by
dim(Xv

w) − dim(Qv,w) = ℓ(w) − ℓ(v) − dim(Qv,w).
In [29, Thm. 4.6] a formula for dim(Qv,w) is given and using [29, Def. 4.9 and
Prop. 4.10] it can be phrased as counting the number of connected components of
the graph with vertex set [n] and edge set

T (v, w) = {(i → j) | i < j, vtij ⩽ w, ℓ(vtij) − ℓ(v) = 1}.

One can see from (14) that this graph is isomorphic to Gv,w. It follows from (15) that
dim(Qv,w) = dim(σv,w),

and thus both varieties have the same complexity. □

As a consequence of this corollary and [23, Prop. 6.4], we immediately have that
for every k there is a KL variety of complexity-k. We will also verify this in the next
section, when we compute the complexity of N v,w for v of small length.

Remark 4.17. Corollary 4.16 also has a geometric explanation. Fix v ⩽ w. In [19,
proof of Lemma 2.1] it is shown that for each u such that v ⩽ u ⩽ w there is a
T -equivariant isomorphism

uΩ◦
id ∩ Xv

w → (Xw ∩ Ω◦
u) × (Xv ∩ Ωu

◦),
where Ωu

◦ is the B-orbit BuB/B. The case u = v gives a T -equivariant isomorphism
vΩ◦

id ∩ Xv
w → N v,w ×{vB} ∼= N v,w .
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As a consequence, the cone spanned by the T -weights of TvB(Xv
w) is linearly isomor-

phic to the cone spanned by the T -weights of N v,w. Since the variety on the left is an
affine open neighborhood of vB in Xv

w, [30, Sec. 5] implies that the cone spanned by
the T -weights of TvB(Xv

w) is equal to the cone spanned by the edges of the moment
polytope Qv,w incident to the vertex v. Now, the dimension of this cone is dim(Qv,w)
and Corollary 4.16 follows.

Although we work with Gv,w for the torus action on N v,w, it is worth discussing
another graph which is used to understand the torus action on vΩ◦

id ∩ Xw in [21]. It
is the graph related to the cone Dw(v) of T -weights as in Remark 4.13. This graph
coincides with Gv,w when v = id and we observe that in general Gv,w can be obtained
by deleting some edges from this graph as explained in Example 4.22.
Definition 4.18. [21, Def. 7.1] We define the edge set

Ẽw(v) := {(v(i) → v(j)) | 1 ⩽ i < j ⩽ n, tv(i),v(j)v ⩽ w and |ℓ(v)−ℓ(tv(i),v(j)v)| = 1}.

and denote the set of indecomposable edges of Ẽw(v) by Ew(v). We associate graphs
Γw(v) and Γ̃w(v) to Ew(v) and Ẽw(v), respectively.
Example 4.19. Let w = 245163 ∈ S6 and v = id = 123456 ∈ S6. The dimension of
the KL variety N v,w

∼= id Ω◦
id ∩ Xw is ℓ(w) − ℓ(v) = 6 − 0 = 6. The essential set of

D°(w) consists of the boxes labeled by (3, 1), (6, 4), (5, 2) and (3, 4). Therefore after
imposing the Fulton conditions on Z(v), we obtain the second matrix

1 0 0 0 0 0
z21 1 0 0 0 0
z31 z32 1 0 0 0
z41 z42 z43 1 0 0
z51 z52 z53 z54 1 0
z61 z62 z63 z64 z65 1




1 0 0 0 0 0

z21 1 0 0 0 0
0 z32 1 0 0 0
0 z42 z43 1 0 0
0 0 z53 z54 1 0
0 0 0 0 z65 1


where z42z54 + z32z53 − z54z43z32 = 0. The graphs G̃v,w and Γ̃w(v) are the same,
since id has no inversions. The dimension of σv,w is 5 and N v,w is a T -variety of
complexity-1.

321 54 6

G̃v,w

321 54 6

Gv,w = Γw(v)

Remark 4.20. Our method of drawing the graph associated to the weight cone is to
place the vertices, corresponding to coordinates on T , on a line, numbered 1, . . . , n
from left to right. A useful observation is that a weight corresponding to a non-
inversion, i.e. coming from the KL variety N v,w, is a right pointing arrow, and a
weight corresponding to an inversion, i.e. coming from the affine part Cℓ(v) in the
isomorphism (9), is a left pointing arrow. Thus, to obtain Gv,w from Γ̃w(v), we delete
all left pointing arrows, however this does not work if one deletes edges from Γw(v)
to obtain Gv,w. Example 4.22 explains why one should be careful with this operation.

The following is an interesting fact which motivated us to define Gv,w with the
result of Theorem 4.11 instead of deleting edges from Γ̃w(v) or Γw(v), where one
needs to be careful not to lose the edges corresponding to Gv,w.

Proposition 4.21. Every decomposition of an edge of Ẽw(v) contains at least one
edge from E(G̃v,w) and at least one edge from Ẽw(v) ∖ E(G̃v,w).
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Proof. Suppose that there exists a decomposable edge (v(a) → v(c)) ∈ Ẽw(v) where
(a, c) is an inversion of v, i.e. a < c, v(a) > v(c). Without loss of generality assume
that (v(a) → v(c)) = (v(a) → v(b)) + (v(b) → v(c)). If both edges (v(a) → v(b))
and (v(b) → v(c)) in Ẽw(v) correspond to the torus action on Cℓ(v), then v(b) ∈
[v(c), v(a)] which contradicts with the condition |ℓ(v)−ℓ(tv(i),v(j)v)| = 1. For the case
where (v(a) → v(c)) ∈ Ẽw(v) corresponds to the torus action on N v,w, the same
argument follows. □

Example 4.22. Consider the KL variety N v,w with v = s4 = 12354 and w = 13542.
By Definition 4.14, one obtains E(G̃v,w) = E(Gv,w) as in the figure.

531 42

In particular, this can be also achieved by deleting the edge (5 → 4) from the edge set
Ẽw(v), which is the edge corresponding to the torus action on C1. However, working
with Γw(v) causes losing the edge (3 → 4) which corresponds to z43 of Z(v).

53

Γ̃w(v)

1 42 531

Γw(v)

42

To summarize, the aim of this section is to develop combinatorial methods which
can be used to compute the complexity of the usual torus action on a KL variety
N v,w. This is realized in particular in Lemma 4.10 and Theorem 4.11, which describe
the weight cone σv,w, and Corollary 4.15, which relates the complexity of considered
action to the structure of the weight cone. In Section 5, we approach the problem
of finding and studying low-complexity KL varieties using the results of this section
and also different methods related to the properties of permutations. An application
of results of Section 4 to determining the complexity of KL varieties and producing
interesting sets of low-complexity examples will also be presented in a forthcoming
paper of the authors.

5. The complexity of KL varieties for v of small length
In this section, we investigate certain low complexity T -variety examples for N v,w

with respect to the usual torus action. Throughout this section, a different approach
with reduced word expressions of permutations is introduced. First, we describe some
cases where N v,w is toric. After that, we consider the cases in which v has length 0
or 1, and study the complexity in terms of the shape of a reduced word expression of
w in Theorems 5.8 and 5.14. This section ends with motivating observations for other
forms of v, in particular we explain why studying the complexity for a general v and
w using reduced word expressions is challenging.

5.1. Toric KL varieties. We begin with a condition on G̃v,w that guarantees that
N v,w is toric.

Proposition 5.1. The KL variety N v,w is toric, if G̃v,w is a forest. In this case,
N v,w is an affine space.

Proof. If G̃v,w is a forest, then the dimension of σv,w is the number of edges of G̃v,w,
which is equal to the number of entries in Z(v) that are not unexpected zeros. It
follows that dim(σv,w) = dim(Σv) ⩾ dim(N v,w) and hence these have to be equal
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and N v,w is the toric variety of σv,w. By Theorem 2.2, the ideal defining this toric
variety is the zero ideal. We conclude that N v,w is an affine space. □

Example 5.2. Consider the KL variety N v,w
∼= C5 from Example 4.9 with w =

47681352 ∈ S8 and v = 32187654 ∈ S8. The graph Gv,w=G̃v,w is a tree with five edges.

321 654 7 8

The dimension of the edge cone of Gv,w is five and therefore N v,w is a toric variety.

Note that the other direction of Proposition 5.1 is not true.

Example 5.3. Let v = 2143 ∈ S4 and w = 4231 ∈ S4. The defining ideal of the
KL variety N v,w is generated by z31z42 −z32z41 and the dimension of the variety is 3.
On the other hand, the associated graph Gv,w is K2,2 with directed edges. Hence N v,w

is a toric variety but G̃v,w is not a forest.

We remark that [29, Prop. 4.12] gives necessary and sufficient conditions for a
Richardson variety to be toric in terms of a different graph. By Corollary 4.16, these
conditions can be applied to characterize toric KL varieties. This graph, defined in
[29, Def. 4.5], is more complicated than G̃v,w since it requires giving a maximal chain
x0⋖· · ·⋖xm in the interval [v, w] and computing x−1

i xi+1 for all i. Also, [23, Thm. 1.1]
gives a different criterion for a Richardson variety to be toric in terms of the face
structure of the Bruhat interval polytope Qv,w.

For the remainder of this section, we look at the weight cone σv,w of N v,w from a
different point of view. Namely, in terms of reduced word expressions, by using some
classical results on Bruhat order.

Definition 5.4. A simple reflection si ∈ Sn is the adjacent transposition ti,i+1. Each
permutation in Sn can be written as a product of simple reflections. If the length of
this product i.e. ℓ(w) is minimum among all such expressions, this product is called a
reduced word expression.

Proposition 5.5. If w ∈ Sn is a product of distinct simple reflections, then the
KL variety N v,w is toric for all v ⩽ w.

Proof. By [15, Thm. 2 and Thm. 4], Xw is a toric variety and hence vΩ◦
id ∩ Xw

∼=
N v,w ×Cℓ(v) is the affine toric variety corresponding an affine neighborhood of T -fixed
point vB in Xw. This also corresponds to a maximal cone (edge cone of Γ̃w(v)) of the
normal fan of Xw for all v ⩽ w. By Proposition 4.21, since every decomposition of an
edge of Ẽw(v) contains at least one edge from E(G̃v,w) and at least one edge from
Ẽw(v)∖E(G̃v,w), the torus action T on vΩ◦

id ∩ Xw factors through two torus actions
on N v,w and Cℓ(v). This concludes the proof. □

Note that N v,w being toric does not always imply that Xw is also toric.

Example 5.6. Consider the KL variety N v,w with v = s4 = 12354 and w = 13542. In
this case we have that G̃v,w is a tree and thus N v,w is toric. On the other hand, Xw is
not toric because w = s2s4s3s4, i.e. it is not the product of distinct simple reflections,
see [15].

Our next approach is to fix v ∈ Sn and change w ∈ Sn according to its length. The
main method for our proofs is motivated by the following theorem, called the subword
property.
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Theorem 5.7. [5, Thm. 2.2.2] Let w = si1 . . . siq
be a reduced word expression of w.

Then, u ⩽ w if and only if there exists a reduced word expression of u = sij1
. . . sijk

such that 1 ⩽ j1 < . . . < jk ⩽ q.

5.2. Case v = id. Let us start with the easiest case ℓ(v) = 0, i.e. v = id. As we
observed in Example 4.19, even in this case one can obtain interesting cases. Moreover,
studying Xw locally at the fixed point id B can be accomplished by studying the
KL variety N id,w. Notice that for v = id the condition v ⩽ w holds for any w ∈ Sn.

Theorem 5.8. The usual torus action on the KL variety N id,w is of complexity-k if
and only if

|{si | si ⩽ w}| = ℓ(w) − k.

Proof. The KL variety N id,w has dimension ℓ(w). By (14), the graph for the usual
torus action on N id,w has edges E(Gid,w) = {(a → a + 1) | ta,a+1 id ⩽ w} and
Gid,w is a forest. It follows that dim(σv,w) = |E(Gid,w)|. By the subword property,
(a → a+1) ∈ E(Gid,w) if and only if there exists a reduced expression for w containing
sa. Therefore, dim(σv,w) equals the number of distinct simple reflections in a reduced
expression of w. Since the dimension of the KL variety is ℓ(w), this gives a complexity-
k usual torus action if and only if this number is ℓ(w) − k. □

Example 5.9. Consider Example 4.19, where v = id and w = 245163. A reduced
expression of w is s1s3s2s4s3s5. It consists of all simple reflections with s3 repeated
once. Hence N v,w admits a complexity-1 torus action. Moreover, Gid,w is a tree with
6 vertices and thus N v,w is an affine space.

As a corollary of this result, we can characterize the w for which N id,w is toric.

Corollary 5.10. N id,w is toric if and only if w is a product of distinct simple re-
flections. Moreover, in this case N id,w is an affine space.

Proof. Proposition 5.5 shows that N id,w is toric if w is a product of distinct simple
reflections. Now suppose that N id,w is toric. The fact that w is a product of distinct
simple reflections immediately follows from Theorem 5.8, since

|{si | si ⩽ w}| = ℓ(w).
Note that this implies also that Gid,w is a forest. It follows from Theorem 2.2 that
N id,w is an affine space. □

This corollary is recovering a known result. The Richardson variety X id
w is precisely

the Schubert variety Xw so by [15, Thm. 2 and Thm. 4] Xw = X id
w is a toric variety

if and only if w is a product of simple reflections. Applying Corollary 4.16 this is
equivalent to the corollary above. We remark that [22, Thm. 1.1] has other equivalent
conditions characterizing toric Schubert varieties. Also, [22, Thm. 1.2 and Thm. 1.3]
give equivalent conditions characterizing complexity-1 Schubert varieties.

The permutation w = 245163 in Example 5.9 is a so-called irreducible permutation
and it turns out to be interesting to study this class of permutations.

A permutation w ∈ Sn is called reducible if there is j < n such that
(17) {w(1), . . . , w(j)} = {1, . . . , j},

that is, the one-line notation for w starts with a permutation of {1, . . . , j}. Otherwise
w is called irreducible. These permutations were introduced by Comtet in [8] and
sometimes called indecomposable as well.

Proposition 5.11. Let v = id. Then w is irreducible if and only if Gv,w is connected,
i.e. the dimension of σv,w is n − 1, as large as possible.
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Proof. Suppose that w is irreducible. It suffices to show that for i = 2, . . . , n the
variable zi,i−1 is not an unexpected 0; equivalently, each (i − 1 → i) is an edge
of Gv,w. We check the conditions of (14). We have ti−1,iv = ti−1,i = si−1. Since
rsi(a, b) = 0 for all a > b such that (a, b) ̸= (i, i − 1), it follows from Definition 4.2
that si−1 ⩽ w if and only if rw(i, i − 1) ⩾ 1. Note that if rw(i, i − 1) = 0, then w
would not map any element of {1, . . . , i−1} to an element of {i, . . . , n}, contradicting
that w is irreducible. We conclude that (i − 1 → i) is an edge of Gv,w.

Next, assume that w is reducible and let j be as in (17). Consider the descent set
of w

des(w) := {i ∈ [n] | w(i) > w(i + 1)}.

Every reduced word expression of w is found by pulling out si for i ∈ des(w) and
replacing w with siw to perform the same step until obtaining id. Since w is reducible
as described, w(j) < w(j + j′) for all j′ ∈ [n − j] and this property is preserved while
constructing a reduced word expression for w. Thus sj is not a factor of a reduced
word expression of w. This means that (j → j + 1) /∈ E(Gv,w) and sj ≰ w. Assume
that there exists an edge (k → k′) ∈ E(Gv,w) with k ∈ [j] and k′ ∈ {j + 1, . . . , n}.
This means that sj ⩽ tk,k′ ⩽ w, which is a contradiction. □

Remark 5.12. The proof of Proposition 5.11 implies that w is irreducible if and only
if si appears in a reduced word expression of w for all i ∈ [n − 1].

We end the case v = id with the following remark which gives an equivariant
decomposition of N id,w whenever w ∈ Sn1 × · · · × Snm

.

Remark 5.13. Let w1 ∈ Sn1 , . . . , wm ∈ Snm
. Given w = w1 × · · · × wm ∈ Sn1 × · · · ×

Snm
, the structure of D°(w) tells us that if zij is not an unexpected zero of N id,w,

then

(i, j) ∈
m⋃

a=1

[
a−1∑
b=1

nb + 1,

a∑
b=1

nb

]2

.

That is, the permutation matrix of w contains permutation matrices of w1, . . . , wm

placed at the diagonal, and (i, j) lies in one of these matrices. This leads to a T -
invariant decomposition of N id,w = N id,w1 × · · · × N id,wm

, and to the decomposition
T = T1 × · · · × Tm such that the action of T on N id,wj

factors through Tj .

5.3. Case v = sa. In this section we investigate the complexity of the torus action
when v is a permutation of length one. Note that in this setting, N v,w slightly differs
from saΩ◦

id ∩ Xw by an affine part, which is a line. We can see in the next theo-
rem that by increasing the dimension of v by one, the difficulty of computing the
complexity increases.

We look at the graph Gsa,w, which has a simple structure. Note that the condition
ℓ(tv(j),isa) − ℓ(sa) = 1 in (14) is only satisfied by si ̸= sa and the transpositions
ta−1,a+1, ta,a+2. It follows that

E(Gsa,w) ⊂ {(a − 1 → a + 1), (a → a + 2)} ∪ {(i → i + 1) | i ̸= a}.

Moreover, for i /∈ {a − 1, a + 1} note that sisa ⩽ w if and only if si ⩽ w. By (14)
it follows that for i /∈ {a − 1, a, a + 1} we have (i → i + 1) ∈ E(Gsa,w) if and only
if si ⩽ w. While the following result is not formulated in terms of graphs, its proof
relies on the above description of Gsa,w.

Theorem 5.14. The usual torus action on the KL variety N sa,w is of complexity-k if
and only if one of the following holds

(1) |{si | si ⩽ w}| = ℓ(w) − 1 − k and either sa−1sasa−1 ⩽ w or sa+1sasa+1 ⩽ w.
(2) |{si | si ⩽ w}| = ℓ(w) − k, sa−1sasa−1 ̸⩽ w, and sa+1sasa+1 ̸⩽ w.
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Proof. Consider the following cases:
(1) Suppose that exactly one of {(a−1 → a), (a−1 → a+1)} ⊂ E(Gv,w) or {(a →

a + 2), (a + 1 → a + 2)} ⊂ E(Gv,w) holds. Then, by Lemma 4.10, sa−1sa ⩽ w
and ta−1,a+1sa = sasa−1 ⩽ w or sa+1sa ⩽ w and ta,a+2sa = sasa+1 ⩽ w. By
the subword property, this holds if and only if sasa−1sa = sa−1sasa−1 ⩽ w or
sasa+1sa = sa+1sasa+1 ⩽ w. Since in both cases Gv,w is a forest and exactly
one of sa−1, sa+1 ⩽ w holds,
dim(σv,w) = |E(σv,w)| = 1 + |{si | si ⩽ w, i ̸= a}| = |{si | si ⩽ w}|

We conclude that in this case, N sa,w has complexity-k if and only if |{si |
si ⩽ w}| = ℓ(w) − 1 − k.

(2) Suppose that {(a − 1 → a), (a − 1 → a + 1), (a → a + 2), (a + 1 → a + 2)} ⊂
E(Gv,w). Arguing as above, this holds if and only if sa−1sasa−1 ⩽ w and
sa+1sasa+1 ⩽ w. In this case, Gv,w has exactly one undirected cycle and
the number of connected components is n + 1 − |E(Gv,w)|, i.e. dim(σv,w) =
|E(Gv,w)| − 1. Moreover, since sa−1, sa+1 ⩽ w we have

|E(Gv,w)| = 2 + |{si | si ⩽ w, i ̸= a}| = 1 + |{si | si ⩽ w}|.
We conclude that in this case, N sa,w has complexity-k if and only if |{si |
si ⩽ w}| = ℓ(w) − 1 − k.

(3) Suppose that at most one edge of each set {(a − 1 → a), (a − 1 → a + 1)}
and {(a → a + 2), (a + 1 → a + 2)} is in E(Gv,w). By the previous two cases,
this holds if and only if sa−1sasa−1 ̸⩽ w and sa+1sasa+1 ̸⩽ w. Since Gv,w is
a forest we have that

dim(σv,w) = |E(Gv,w)| = |{si | si ⩽ w}| − 1.

It follows that N sa,w has complexity-k if and only if |{si | si ⩽ w}| = ℓ(w) −
k. □

Corollary 5.15. If the KL variety N sa,w is toric, then it is an affine space.

Proof. By Theorem 5.14, the only case in which we do not obtain a forest for Gsa,w

is when sa−1sasa−1 ⩽ w and sa+1sasa+1 ⩽ w. In this case, w admits at most ℓ(w)−2
distinct simple reflections in a reduced word expression. However, this contradicts
that N sa,w is toric, since we would need |{si | si ⩽ w}| = ℓ(w) − 1. We conclude by
Proposition 5.1 that N sa,w is an affine space. □

The next result, which follows from Theorem 5.14 (1), gives a certain family of
complexity-1 T -varieties which are not always affine spaces. The approach with re-
duced word expressions simplifies producing examples and describing large classes of
examples in a compact way.

Corollary 5.16. Let w ∈ Sn. The KL variety N sn−1,w is a complexity-1 T -variety
if and only if either

(1) sn−2sn−1sn−2 ⩽ w and |{si | si ⩽ w}| = ℓ(w) − 2, or
(2) sn−2sn−1sn−2 ̸⩽ w and |{si | si ⩽ w}| = ℓ(w) − 1.

Moreover, the weight cone of N sn−1,w is smooth.

Note that the weight cone of N sn−1,w is smooth if and only if Gsn−1,w is a forest
(Theorem 2.2).

Example 5.17. Let v = s5 = 123465 and w = s1s3s2s4s3s5s4 = 245613 in S6. The
permutation w is irreducible and admits ℓ(w) − 2 distinct simple reflections in its
reduced form where s3 has a repetition. This is Case 1 in Theorem 5.14 and thus
N v,w is complexity-1.
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1 2 3 4 5 6

After imposing the Fulton conditions from D°(w) on Z(v), we obtain the second matrix
1 0 0 0 0 0

z21 1 0 0 0 0
z31 z32 1 0 0 0
z41 z42 z43 1 0 0
z51 z52 z53 z54 0 1
z61 z62 z63 z64 1 0




1 0 0 0 0 0

z21 1 0 0 0 0
0 z32 1 0 0 0
0 z42 z43 1 0 0
0 0 z53 z54 0 1
0 0 0 z64 1 0


with z32z43z54 − z53z32 − z54z42 = 0.

In Proposition 5.11, we observed that the dimension of weight cone of N id,w, i.e. the
dimension of σid,w is maximal possible, if w is irreducible. It turns out that this does
not hold for σsa,w but it does for the dimension of the weight cone of vΩ◦

id ∩ Xw for
all v ⩽ w.

Proposition 5.18. Let w ∈ Sn be an irreducible permutation. Then Γw(v) is con-
nected for all v ⩽ w. In particular, vΩ◦

id ∩Xw is a T -variety of complexity ℓ(w)−n+1
with respect to the (n − 1)-dimensional usual torus action, i.e. as large as possible.

Proof. The complexity does not change for the T -invariant open neighborhoods in Xw,
i.e. for vΩ◦

id ∩ Xw with v ⩽ w. Since w is irreducible, by Proposition 5.11, id Ω◦
id ∩ Xw

is a complexity-d T -variety with connected Γw(id), where d = ℓ(w) − n + 1. Thus for
any v ⩽ w, vΩ◦

id ∩ Xw is also a complexity-d T -variety with respect to the (n − 1)-
dimensional usual torus action. □

Example 5.19. For v = s3 and w = s1s3s2s3s5s4 = 243615, one obtains that while
Γw(v) is connected, Gv,w has 2 connected components.

5.4. Observations for the remaining cases. Let us examine some easy cases
first:

(1) The KL variety N w,w is the point wB and the graph Gv,w is empty so it is a
toric variety.

(2) If v = w0, then we have only one possible permutation v = w and hence we
are in the preceding case.

(3) If w = w0, then we obtain that N v,w0
∼= C|D°(v)| and E(G̃v,w) corresponds to

all non-inversions of v.
(4) Let v, w ∈ Sn with v ⩽ w and ℓ(w) − ℓ(v) = 1. Then by [6, Prop. 1.3.5],

N v,w
∼= C1. From (14) it follows that dim(σv,w) = |E(Gv,w)| = 1 and thus

N v,w is toric.

Remark 5.20. One may think more generally about investigating the complexity of
the torus action on a KL variety in the following way. Fix w ∈ Sn and consider a
chain of permutations v0 = id < v1 < . . . < vk = w where ℓ(vi) = i and vi+1 = sjivi

for some sji
. That means that the pair (ji, ji + 1) is a non-inversion of vi and an

inversion of vi+1. Suppose that we aim to determine how the complexity of the torus
action on N vi,w changes as we go up on the chain. In the following example, we will
see that the change seems difficult to describe.

Let w = 3412 and consider the chain v0 = id < v1 = s2 < v2 = s3s2 < v3 =
s1s3s2 < s2s1s3s2 = v4 = w.

• N v0,w is the hypersurface defined by z21z32z43 − z42z21 − z43z31. It is a
complexity-1 T -variety by Theorem 5.8.
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• By Theorem 5.14, N v1,w is a toric variety and it is given by z21z43 + z31z42.
Note that (2 → 3) ∈ E(Gv0,w) ∖ E(Gv1,w) because t2,3 is the only inversion
of s2.

• N v2,w
∼= C2 is toric. The edge (3 → 2) ∈ Ew(v1) becomes an edge of Gv2,w

and (2 → 4) ∈ E(Gv1,w) becomes an edge of Γw(v2). The reason for that is
z43 from Z(v1) vanishes in Z(v2) and z33 is a coordinate of Z(v2) respectively.
Moreover, after imposing Fulton’s conditions from D°(w), we obtain that z31
is an unexpected 0, corresponding to the edge (1 → 3).

• N v3,w
∼= C1 is toric. The edge (1 → 2) /∈ Gv3,w since z21 is not a coordinate

of Z(v3). In particular z33 is an unexpected zero corresponding to the edge
(1 → 3).

On the other hand, we can say more about the complexity of each viΩ◦
id ∩ Xw. By

Proposition 5.18, Γw(vi) is connected, thus viΩ◦
id ∩Xw is a complexity-1 T -variety for

all i ∈ {0, 1, 2, 3, 4}.

1 2 3 4

Gv0,w

1 2 3 4

Gv1,w

1 2 3 4

Gv2,w

1 2 3 4

Gv3,w

Figure 5. Ew(v)\E(Gv,w) is represented by red and the edges cor-
responding to unexpected 0s by blue.

Finally we introduce families of complexity-1 T -varieties in terms of reduced word
expressions.

Corollary 5.21. Suppose that w ∈ Sn is irreducible. Assume that a reduced word
expression of w contains

(1) si+1sisi+2si+1 as a factor and has no other repetitions. Then for any v ⩽ w,
vΩ◦

id ∩ Xw is a complexity-1 T -variety of dimension n.
(2) sisi+1si as a factor and has no other repetitions. Then for any v ⩽ w, vΩ◦

id ∩
Xw is a smooth complexity-1 T -variety of dimension n.

Proof. In (1), Xw is singular and of complexity-1 by [22, Thm. 1.3]. Thus its open
invariant subset vΩ◦

id ∩Xw also has complexity-1. Since its complexity is 1, by Propo-
sition 5.18 we have l(w) = n, hence it is n-dimensional. The argument for (2) is
analogous, based on [22, Thm. 1.2]. In this case Xw is smooth, hence its open subset
also. □

Example 5.22. Note that in Corollary 5.21(1) the non-smoothness of Xw does not
imply that vΩ◦

id ∩Xw has a singular point. For example, for v = w = 3412 = s2s1s3s2,
we obtain a smooth variety vΩ◦

id ∩ Xw ≃ C4.

Although we may define a family of T -varieties of fixed dimensional torus action
on vΩ◦

id ∩ Xw, the dimension of weight cone of N v,w decreases by one or stays the
same with this approach, see Remark 5.20. However, our results are sufficient to
generate series of KL varieties of small complexity, which is an object of further
investigation. Moreover, it is also promising to investigate D°(v) by changing its shape
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under certain restrictions to obtain another D°(v′) while preserving the complexity
of the T -varieties. This is an ongoing work of the authors.
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