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The poset of Specht ideals for hyperoctahedral groups

Sebastian Debus, Philippe Moustrou, Cordian Riener
& Hugues Verdure

Abstract. Specht polynomials classically realize the irreducible representations of the symmetric group. The ideals defined by these polynomials provide a strong connection with the combinatorics of Young tableaux and have been intensively studied by several authors. We initiate similar investigations for the ideals defined by the Specht polynomials associated to the hyperoctahedral group $B_n$. We introduce a bidominance order on bipartitions which describes the poset of inclusions of these ideals and study algebraic consequences on general $B_n$-invariant ideals and varieties, which can lead to computational simplifications.

1. Introduction

Symmetries provide beautiful connections between algebra, geometry and efficient computations: on the one hand, the symmetries of geometrical objects can be described with the algebraic language of group theory, while on the other hand algebraic problems affording additional structure can be solved more efficiently once symmetry is appropriately taken into consideration. A particular incarnation of these phenomena occurs when studying algebraic systems of polynomial equations whose solution set is invariant under a group action. In this set-up, when looking at the corresponding polynomial ideal, the machinery of invariant and representation theory can be employed to gain information about the solutions of the initial system, and to simplify its resolution.

These kinds of questions have been extensively studied in the literature for the symmetric group $S_n$, acting on the polynomial ring $\mathbb{K}[x_1, \ldots, x_n]$ over a field $\mathbb{K}$ by permuting variables. In particular, it has been observed in different computational tasks that the understanding of this action can lead to substantial algorithmic improvements (see for example [14, 29, 28, 18, 6, 23, 5, 19]). These improvements mostly build on the fact that in this situation, both representation and invariant theory are classically understood, and are closely related to the combinatorics of partitions and Young Tableaux. More precisely, the irreducible representations of $S_n$ are in bijection with the partitions of $n$, through a construction due to Specht: for every partition, one can define a polynomial whose $S_n$-orbit spans an irreducible $S_n$-module, called Specht module [32]. This motivates the study of Specht ideals, the ideals generated by...
such modules, since they can be seen as building blocks of the action of the symmetric group on a polynomial ring. The study of these objects has shown to be fruitful from various aspects, and the connection between these ideals and the combinatorics of partitions turns out to be deeper: not only there is a bijection between $S_n$-Specht ideals and partitions of $n$, but this correspondence respects the poset structures. First results were proven by Li and Li [20] and Haiman and Woo (see Woo’s doctoral thesis [33]), and then independently revisited and extended for algorithmic purposes in [24]. In turn, this combinatorial understanding also provides information on these ideals from the point of view of commutative algebra: for instance they all are radical [25], and the partitions for which they are Cohen-Macaulay are understood [35]. The study of these ideals has also paved algorithmic ways to simplify calculations for $S_n$-closed ideals and their corresponding varieties. They allow to understand the symmetry of the coordinates of the points in the variety, which in turn gives information on their dimension. This information can then be used to design more efficient algorithms by reducing the number of variables.

In this article, we initiate a similar study for the action of the hyperoctahedral group $B_n$ on a polynomial ring $\mathbb{K}[x_1, \ldots, x_n]$. The field $\mathbb{K}$ is assumed to be of characteristic 0, although many results remain valid in positive characteristic. In this representation, this group can be seen as the group generated by permutations of variables and sign switches of variables, namely maps sending $x_i$ to $-x_i$. The group is isomorphic to the Weyl group of type $B$ and appears in several different areas, as hyperplane arrangements ([2, Section 6.7],[1]), representation theory [9, 8, 26], and has applications in the study of non negative even symmetric polynomials [11, 17] and optimization [13]. Similarly to the case of permutations, this situation is profoundly connected to combinatorics. In this case, instead of partitions, the irreducible representations of $B_n$ are in bijection with bipartitions of $n$. Furthermore, polynomial generators of the irreducible $B_n$-modules can be constructed in a similar way [31, 26]. We aim at a first investigation of the corresponding ideals with the goal to extend the connections between algebra and combinatorics as far as possible. In contrast to the $S_n$-case where there is a natural order on partitions, several orders are possible on bipartitions [15, 3, 12]. However, while in the $S_n$ case the poset of the standard order on partitions reflects the corresponding poset of ideal inclusions, none of the previously studied orders of bipartitions satisfy this property. Therefore, we define another order on bipartitions. After studying the basic properties of this order, we are able to show that it indeed translates well to the ideal inclusion. Similarly to the case of $S_n$, this combinatorial connection finds consequences for the corresponding varieties. In addition to the inclusion of varieties we are able to give a complete characterization in terms of orbit types of the points in these varieties. Further, this gives information on the possible orbit types of points in general $B_n$-invariant varieties, allowing for complexity reduction in the resolution of $B_n$-closed polynomial systems.

The paper is structured as follows: Section 2 overviews the situation of $S_n$-Specht ideals. We initiate the study of $B_n$-Specht ideals in Section 3 with definitions and natural connections to the $S_n$ case. In Section 4 we define our order for bipartitions and study its combinatorial properties. Following this, we show equivalence between our poset of bipartitions and the posets of Specht ideals and varieties in Section 5. In Section 6, study possible decompositions of Specht varieties in terms of orbit types. Finally, we extend our study to general $B_n$-invariant ideals in Section 7, before concluding the paper with closing remarks and open questions in Section 8.
2. $S_n$-Specht ideals

2.1. Definitions. A partition $\lambda = (\lambda_1, \ldots, \lambda_l)$ of $n$ is a sequence of non-increasing non-negative integers such that $\sum_{i \geq 1} \lambda_i = n$. We write $\lambda \vdash n$ when $\lambda$ is a partition of $n$ and say that $\emptyset$ is the unique partition of 0. The size of a partition $\lambda$ is $|\lambda| := \sum_{i \geq 1} \lambda_i$. The length of a non-empty partition $\lambda = (\lambda_1, \lambda_2, \ldots) \vdash n$ is the maximal $l \in \mathbb{N}_0 := \mathbb{N} \cup \{0\}$ with $\lambda_l > 0$, while the length of $\emptyset$ is 0. We denote the length by $\text{len}(\lambda)$. For any partition $\lambda = (\lambda_1, \ldots, \lambda_l) \vdash n$ we use the convention that $\lambda_s = 0$ for every $s \geq l + 1$.

Let $\lambda, \mu \vdash n$ be partitions of the same size. Then $\lambda$ dominates $\mu$ if and only if $\sum_{j=1}^k \lambda_j \geq \sum_{j=1}^k \mu_j$ for any $k$. We denote domination by $\mu \unlhd \lambda$. A partition $\lambda$ can be represented via its (Young) diagram, i.e. the ordered sequence of boxes from the left to the right and the top to the bottom, where the $i$-th line contains $\lambda_i$ many boxes. We say that the associated diagram has shape $\lambda$. A tableau of shape $\lambda$ is a filling of a diagram of shape $\lambda$ with all the numbers $\{1, \ldots, n\}$. Then, we write $\text{sh}(T) = \lambda$ if $T$ is a tableau of shape $\lambda$. For instance, $S = \begin{array}{ccc} 4 & 3 & 2 \\ 1 & 0 & 0 \\ 0 & 0 & 0 \end{array}$ is a tableau of shape $(4, 3, 2)$.

A generalized tableau is a filling of a diagram with elements in $k$. The conjugate partition $\lambda^\ast$ of a partition $\lambda$ is the partition whose diagram is the one obtained from the diagram of $\lambda$ by interchanging the rows and columns.

For a sequence $(i_1, \ldots, i_m)$ of natural numbers, we define the associated Vandermonde polynomial in the variables $x_{i_1}, \ldots, x_{i_m}$ as

$$\Delta_{(i_1, \ldots, i_m)}(x) = \prod_{j<k \in [m]} (x_{i_j} - x_{i_k}),$$

while $\Delta_{(i)} = \prod_{k \in [n]} (x_{i} - x_{k}) = 1$.

**Definition 2.1.** Let $T$ be a tableau of shape $\lambda \vdash n$ with $m$ columns and let $T_i$ be the sequence of natural numbers containing the entries of the $i$-th column of $T$ from above to below. Then, the associated $S_n$-Specht polynomial $\text{sp}_T(x)$ is the product of all the column Vandermonde polynomials of the columns, i.e.

$$\text{sp}_T(x) = \prod_{j=1}^m \Delta_{T_j}.$$ 

For the tableau $S$ of shape $(4, 3, 2)$ above, we have

$$\text{sp}_S(x) = \Delta_{(9,2,5)}(x)\Delta_{(3,1,7)}(x)\Delta_{(6,8)}(x)\Delta_{(4)}(x) = (x_9 - x_2)(x_9 - x_5)(x_2 - x_5)(x_3 - x_1)(x_3 - x_7)(x_7 - x_5)(x_6 - x_8).$$

**Definition 2.2.** Let $\lambda$ be a partition of $n$. We define the $S_n$-Specht ideal

$$I_\lambda = \langle \text{sp}_T(x) : T \text{ is a tableau of shape } \lambda \rangle \subset k[x_1, \ldots, x_n]$$

and the $S_n$-Specht variety

$$V_\lambda = \{a \in k^n : f(a) = 0 \text{ for all } f \in I_\lambda \} \subset k^n$$

associated to $\lambda$.

The group $S_n$ acts transitively on the set of tableaux of shape $\lambda$, where an element $\sigma \in S_n$ acts on a tableau $T$ by replacing every entry $i$ in a box by $\sigma(i)$. Thus, the $S_n$-Specht ideal $I_\lambda$ is the ideal generated by the $S_n$-orbit of a Specht polynomial of a tableau of shape $\lambda$. 
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Definition 2.3. For a partition $\lambda \vdash n$ we write $S_\lambda = S_{\lambda_1} \times S_{\lambda_2} \times \cdots \subset S_n$ and define the $S_n$-orbit set

$$H_\lambda = \{ z \in \mathbb{K}^n : \text{Stab}_{S_n}(z) \simeq S_\lambda \}.$$ If $z \in H_\lambda$ we call $\lambda$ the $S_n$-orbit type of $z$.

The orbit set of any partition is non-empty and the $H_\lambda$'s define a set partition of $\mathbb{K}^n$. For instance, $H_{(3,2,2,1)}$ is the $S_n$ orbit of the set

$$\{(a_1,a_1,a_2,a_2,a_3,a_3,a_4) \in \mathbb{K}^n : a_i \neq a_j, \forall i \neq j \}.$$

2.2. Inclusions and Applications. The dominance order for integer partitions is well studied and understood. We recall that if $(P, \preceq)$ is a poset and $p, q \in P$ then $p$ covers $q$ if and only if $p \neq q$, $q \preceq p$, and for any $r \in P$, $q \preceq r \preceq p$ implies $r \in \{p, q\}$.

Example 2.4. The following are two coverings of partitions displayed by their diagrams.

\[
\begin{array}{ccc}
\begin{array}{ccc}
\color{red} & \color{red} & \\
\color{red} & \color{red} & \\
\end{array} & \triangleright & \\
\begin{array}{ccc}
\color{red} & \color{red} & \\
\color{red} & \color{red} & \\
\end{array}
\end{array}
\quad \text{and} \quad
\begin{array}{ccc}
\begin{array}{ccc}
\color{red} & \color{red} & \\
\color{red} & \color{red} & \\
\end{array} & \triangleright & \\
\begin{array}{ccc}
\color{red} & \color{red} & \\
\color{red} & \color{red} & \\
\end{array}
\end{array}
\]

The following theorem shows the equivalences of the posets of partitions with respect to dominance order, and the posets of $S_n$-Specht ideals and varieties with respect to inclusion.

Theorem 2.5 ([24], Theorem 1). Let $\lambda$ and $\mu$ be partitions of $n$. Let $I_\lambda, I_\mu$ denote their associated $S_n$-Specht ideals and $V_\lambda, V_\mu$ their associated $S_n$-Specht varieties. Then, the following assertions are equivalent:

1. The partition $\lambda$ dominates $\mu$, i.e. $\lambda \triangleright= \mu$;
2. The $S_n$-Specht ideal $I_\lambda$ contains the $S_n$-Specht ideal $I_\mu$, i.e. $I_\lambda \supset I_\mu$;
3. The $S_n$-Specht variety $V_\lambda$ is contained in the $S_n$-Specht variety $V_\mu$, i.e. $V_\lambda \subset V_\mu$.

The $S_n$-Specht varieties can be decomposed using $S_n$ orbit sets.

Theorem 2.6 ([24], Corollary 1). Let $\mu \vdash n$ be a partition. Then, the associated $S_n$-Specht variety is

$$V_\mu = \left( \bigcup_{\lambda \triangleright= \mu} H_\lambda \right)^c = \bigcup_{\lambda \triangleright= \mu} H_\lambda.$$ 

This characterization already shows that in general $\mathbb{K}[x_1, \ldots, x_n]/I_\lambda$ is not Cohen-Macaulay for a $S_n$-Specht ideal $I_\lambda$, since the varieties are not equidimensional. Yanagawa classified the few cases when a Specht ideal is Cohen-Macaulay.

Theorem 2.7 ([35], Corollary 4.4). The ring $\mathbb{K}[x_1, \ldots, x_n]/I_\lambda$ is Cohen-Macaulay if and only if $\lambda$ is one of the following form

1. $\lambda = (n-d, 1, \ldots, 1)$;
2. $\lambda = (n-d, d)$;
3. $\lambda = (a, a, 1)$. 
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3. Definition and first properties of \( B_n \)-Specht ideals

The hyperoctahedral group \( B_n \) is the symmetry group of the \( n \)-dimensional hypercube. It can be written as the wreath product \( S_2(S_n) \cong \{\pm 1\}^n \times S_n \), acting on the polynomial ring \( \mathbb{K}[x_1, \ldots, x_n] \) in the following natural way. An element \((\tau, \rho) \in B_n\), where \( \tau \in \{\pm 1\}^n \cong S_2^n \) and \( \rho \in S_n \), acts on a monomial \( x_i \) by \((\tau, \rho) \cdot x_i = \tau_{\rho(i)} \cdot x_{\rho(i)}\). We call an ideal \( I \subset \mathbb{K}[x] \cdot B_n \)-invariant if for all \( f \in I \) and all \( \sigma \in B_n \) we have \( \sigma \cdot f \in I \).

3.1. Definitions. A bipartition of \( n \) is a pair \((\lambda, \mu)\), where \( \lambda \vdash n_1 \), \( \mu \vdash n_2 \) are partitions and \( n_1 + n_2 = n \). We denote the set of all bipartitions of \( n \) by \( BP_n \). A (Young) bidiagram of a bipartition \((\lambda, \mu)\) is the pair of diagrams of shape \( \lambda \) and \( \mu \). A bitableau is a filling of a bidiagram with all the numbers in \([n]\). We write \( \text{sh}(T, S) = (\lambda, \mu) \) if \((T, S)\) is a bitableau of shape \((\lambda, \mu)\). For example,

\[
(T', S') = \left( \begin{array}{ccc}
1 & 2 & 3 \\
4 & 5 & 6
\end{array} \right)
\]

is a bitableau of shape \(((2, 1, 1), (1, 1))\). When considering representatives of \( B_n \)-orbits of points, we do not need to distinguish between the signs of coordinates. Thus, we write \( x^2 = (x_1^2, \ldots, x_n^2) \) and analogously \( z^2 = (z_1^2, \ldots, z_n^2) \) for points \( z \in \mathbb{K}^n \). A generalized bitableau is a filling of a bidiagram with elements in \( \mathbb{K} \).

Definition 3.1. Let \((T, S)\) be a bitableau and let \( T_i, S_i \) be the sequences of natural numbers containing the entries of the \( i \)-th column of \( T \) and \( S \) from above to below. Then, the associated \( B_n \)-Specht polynomial is

\[
\text{sp}_{(T, S)}(x) = \text{sp}_T(x^2) \text{sp}_S(x^2) \prod_{k \in S} x_k = \prod_{i \geq 1} \Delta_{T_i}(x^2) \prod_{j \geq 1} \Delta_{S_j}(x^2) \prod_{k \in S} x_k
\]

where the notation \( \text{sp}_T \) is naturally adapted in this context to a Tableau \( T \) which is not necessarily filled with the integers \( 1, \ldots, k \). For the bitableau \((T', S')\) of shape \(((2, 1, 1), (1, 1))\) above, we have

\[
\text{sp}_{(T', S')}(x) = \Delta_{(2, 2, 5)}(x^2) \cdot \Delta_{(3)}(x^2) \cdot \Delta_{(6, 1)}(x^2) \cdot x_6 x_1 = (x_1^2 - x_2^2)(x_1^2 - x_3^2)(x_1^2 - x_4^2)(x_1^2 - x_5^2) x_1 x_6.
\]

The \( B_n \) Specht polynomials are defined in works of Specht [31] who proved that the vector space of all \( B_n \) Specht polynomials associated with a fixed bipartition is an irreducible \( B_n \)-representation if the characteristic is 0. Moreover, for pairwise different bipartitions the associated irreducible representations are non-isomorphic and all irreducible representations arise as the vector spaces of certain \( B_n \) Specht polynomials. A constructive proof can also be found in [26, Chapter 7].

From now on, if not specified, Specht polynomials will stand for \( B_n \)-Specht polynomials.

Definition 3.2. Let \((\lambda, \mu)\) be a bipartition of \( n \). We define the \( B_n \)-Specht ideal

\[
I_{(\lambda, \mu)} = \langle \text{sp}_{(T, S)}(x) : (T, S) \text{ is a bitableau of shape } (\lambda, \mu) \rangle \subset \mathbb{K}[x_1, \ldots, x_n]
\]

and the \( B_n \)-Specht variety

\[
V_{(\lambda, \mu)} = \{ z \in \mathbb{K}^n : f(z) = 0 \text{ for all } f \in I_{(\lambda, \mu)} \} \subset \mathbb{K}^n
\]

associated to \((\lambda, \mu)\).
Again, the $B_n$-Specht ideal $I_{(\lambda,\mu)}$ is the ideal generated by the $S_n$ orbit of a Specht polynomial of a bitableau of shape $(\lambda,\mu)$. We observe that switching of signs of variables in a Specht polynomial $sp_{(T,S)}$ returns $\pm sp_{(T,S)}$. Thus, $I_{(\lambda,\mu)}$ also equals the $B_n$ orbit of $sp_{(T,S)}$.

3.2. Relations between $B_n$ and $S_n$ Specht polynomials.

Definition 3.3. Let $\lambda \vdash n_1, \mu \vdash n_2$ be partitions. Then, the glueing of $\lambda$ and $\mu$ is the partition $\lambda \uplus \mu = (\lambda_1 + \mu_1, \lambda_2 + \mu_2, \ldots) \vdash n_1 + n_2$. The concatenation $\lambda \vee \mu \vdash n_1 + n_2$ is the partition obtained by rearranging $(\lambda_1, \ldots, \lambda_s, \mu_1, \ldots, \mu_t)$ in decreasing order.

The glueing $\lambda \uplus \mu$ defines indeed again a partition. Since $\lambda_i \geq \lambda_i + 1$ and $\mu_i \geq \mu_i + 1$ we have $\lambda_i + \mu_i \geq \lambda_{i+1} + \mu_{i+1}$ for any $i$.

Example 3.4. The glueing of the partitions $(3, 2, 2), (4, 1)$ with diagrams

\[
\begin{array}{c}
\framebox{} \\
\framebox{} \\
\framebox{} \framebox{}
\end{array}
\quad \begin{array}{c}
\framebox{} \\
\framebox{} \\
\framebox{} \\
\framebox{}
\end{array}
\]

is the partition $(7, 3, 2)$ with diagram

\[
\begin{array}{c}
\framebox{} \framebox{} \framebox{} \\
\framebox{} \framebox{} \\
\framebox{} \framebox{} \framebox{}
\end{array}
\quad \begin{array}{c}
\framebox{} \framebox{} \framebox{} \\
\framebox{} \framebox{} \framebox{}
\end{array}
\]

As observed in [16], if $\lambda, \mu$ are two partitions, then $(\lambda \uplus \mu)^\perp = \lambda^\perp \vee \mu^\perp$. This observation provides a natural connection between bitableaux of shape $(\lambda, \mu)$ and tableaux of shape $\lambda \uplus \mu$. Concretely, let $(T, S)$ be a bitableau of shape $(\lambda, \mu)$. Then, we can consider the tableau $T \uplus S$ of shape $\lambda \uplus \mu$, where the columns of $T \uplus S$ are filled like the columns of $T$ and $S$. When two columns in $\lambda \uplus \mu$ have the same length, they are ordered by their occurrence in the bitableau $(T, S)$ from the left to the right. For instance, for

\[(T^*, S^*) = \begin{array}{c}
\framebox{} \framebox{} \framebox{} \\
\framebox{} \framebox{} \framebox{} \framebox{} \\
\framebox{} \framebox{} \\
\framebox{} \framebox{}
\end{array}
\quad \begin{array}{c}
\framebox{} \framebox{} \framebox{} \\
\framebox{} \framebox{} \framebox{} \framebox{} \\
\framebox{} \framebox{} \\
\framebox{} \framebox{}
\end{array}
\]

we have

\[T^* \uplus S^* = \begin{array}{c}
\framebox{} \framebox{} \framebox{} \\
\framebox{} \framebox{} \framebox{} \framebox{} \\
\framebox{} \framebox{} \\
\framebox{} \framebox{}
\end{array}
\]

Since this map is invertible we get:

Proposition 3.5. The tableaux of shape $\lambda \uplus \mu$ are in 1:1 correspondence with the bitableaux of shape $(\lambda, \mu)$. A bijection is given by $(T, S) \mapsto T \uplus S$.

The lemma below describes the connection between $S_n$ and $B_n$-Specht polynomials. In particular, it motivates the definition of the same operations on the bidiagram of shape $(\lambda, \mu)$ and on the diagram of its glueing $\lambda \uplus \mu$ via moving some of the boxes in a diagram in Section 4.

Lemma 3.6. Let $(\lambda, \mu) \in BP_n$ be a bipartition and let $(T, S)$ be a bitableau of shape $(\lambda, \mu)$. Then

\[sp_{(T,S)}(x_1, \ldots, x_n) = sp_{T \uplus S}(x_1^2, \ldots, x_n^2) \prod_{j \in S} x_j.\]

Proof. It is an immediate consequence of Proposition 3.5, since the Specht polynomials are defined as product of Vandermonde polynomials on the columns of the glued partition.
3.3. Existing orders on bipartitions. As mentioned in the introduction, partial orders on the set of bipartitions of \( n \) have been studied by several authors. Let \((\lambda,\mu),(\lambda',\mu') \in \text{BP}_n\) be bipartitions. For instance the following statements define partial orders:

\[
(1) \quad (\lambda',\mu') \preceq (\lambda,\mu) \iff \sum_{j=1}^k \lambda_j' + \mu_j' \leq \sum_{j=1}^k \lambda_j + \mu_j \quad \text{for all } k, \quad \text{and}
\]

\[
(2) \quad (\lambda',\mu') \preceq (\lambda,\mu) \iff \sum_{j=1}^k \lambda_j' + \mu_j' \leq |\lambda|, \quad \text{or}
\]

\[
\text{for all } k, \quad \text{and } \lambda' \preceq \lambda, \mu' \preceq \mu
\]

was introduced in [12] to study Hecke algebras of type \( B_n \), and was recently proven to occur naturally in the field of spin group theory [34]. Ariki generalized their order was introduced in [12] to study Hecke algebras of type \( G(m,1,n) \) [4]. The partial order

\[
(2) \quad (\lambda',\mu') \preceq (\lambda,\mu) \iff \chi_{(\lambda,\mu)} - \chi_{(\lambda',\mu')} \quad \text{is zero or proper,}
\]

where \( \chi_{(\lambda,\mu)} \) is the character of \( \text{Ind}_S^{B(n)}(1) \). The partial orders (1), (2) and (3) are not equivalent.

Moreover, these orders do not capture inclusions of ideals and varieties. Namely, for (1) and (2), we have the following ordering of bipartitions of \( n = 2 \):

\[
((2),\varnothing) \succ ((1,1),\varnothing) \succ ((1), (1)),
\]

and for (3),

\[
((2),\varnothing) \succ ((1,1),\varnothing) \succ ((1), (1)) \succ ((1), (1))
\]

while the corresponding ideals are

\[
I_{((1,1),\varnothing)} = \langle x_1^2 - x_2^2 \rangle \subseteq I_{((1), (1))} = \langle x_1, x_2 \rangle \subseteq I_{((2),\varnothing)} = \langle 1 \rangle.
\]

In the next section, we introduce a new order on bipartitions that will capture inclusion of Specht ideals.

4. The poset of bipartitions

In this section we introduce our new order for bipartitions:

**Definition 4.1.** Let \((\lambda,\mu),(\lambda',\mu') \in \text{BP}_n\) be bipartitions of \( n \). We say that \((\lambda,\mu)\) bidominates \((\lambda',\mu')\) if and only if

\[
\sum_{j=1}^k (\lambda_j' + \mu_j') \leq \sum_{j=1}^k (\lambda_j + \mu_j), \quad \text{and}
\]

\[
\sum_{j=1}^{k-1} (\lambda_j' + \mu_j') + \lambda_k \leq \sum_{j=1}^{k-1} (\lambda_j + \mu_j) + \lambda_k
\]

for all positive integers \( k \). If \((\lambda,\mu)\) bidominates \((\lambda',\mu')\) we write \((\lambda',\mu') \preceq (\lambda,\mu)\). We call \( \preceq \) the bidominance order.

We point out that the first condition is just a condition on the gluing of the bipartitions, i.e.

\[
\lambda' \cup \mu' \subseteq \lambda \cup \mu.
\]
Example 4.2. The following bipartitions of 8 are comparable: \(((2, 1, 1), (3, 1)) \leq (3, 2), (2, 1))\), since

\[2 \leq 3, \quad 5 \leq 5, \quad 6 \leq 7, \quad 7 \leq 8, \quad 8 \leq 8.\]

However, the bipartitions \(((2), (1, 1))\) and \((\emptyset, (4))\) are not comparable, since \(2 > 0\) but \(3 < 4\).

Although we use the same symbol for dominance and bidominance, this should not create any confusion, as they are defined on sets with empty intersection. We identify bipartitions with their associated bidiagrams and speak about boxes in a bipartition. It follows from the definition that our bidominance order is a partial order on \(\BP_n\), and the previous example shows that it is not a total order.

Before proving our main theorem in the next section, we need a better understanding of our poset of bipartitions.

The smallest element in \((\BP_n, \leq)\) is \((\emptyset, (1, \ldots, 1))\), while the largest element is \(((n), \emptyset)\). The following theorem characterizes the covering relations in the poset \((\BP_n, \leq)\). It turns out that there are four different cases, that are illustrated in Example 4.4.

**Theorem 4.3.** Let \((\lambda, \mu), (\lambda', \mu') \in \BP_n\) be bipartitions and let \(i = \min\{j \in [n] : (\lambda_j, \mu_j) \neq (\lambda'_j, \mu'_j)\}\). Then, \((\lambda, \mu)\) covers \((\lambda', \mu')\) if and only if one of the following statements is true:

1. \(\mu = \mu', \lambda\) covers \(\lambda'\) with respect to the dominance order on partitions with \(\lambda'_i = \lambda_i - 1\), and for \(k\) such that \(\lambda'_k = \lambda_k + 1\), we have \(\mu_{i-1} = \mu_i = \cdots = \mu_k\);
2. \(\lambda = \lambda', \mu\) covers \(\mu'\) with respect to the dominance order on partitions, with \(\mu'_i = \mu_i - 1\), and for \(k\) such that \(\mu'_k = \mu_k + 1\), we have \(\lambda_i = \lambda_{i+1} = \cdots = \lambda_{k+1}\);
3. \(\lambda \neq \lambda', \mu \neq \mu'\) and \(\lambda_i > \lambda'_i\). If \(k\) is maximal with \(\lambda_i = \lambda_k\), then \(\mu_i = \mu_k\), \((\lambda'_j, \mu'_j) = (\lambda_j - 1, \mu_j + 1)\) for any integer \(i \leq j \leq k\), and \((\lambda'_j, \mu'_j) = (\lambda_j, \mu_j)\) otherwise;
4. \(\lambda \neq \lambda', \mu \neq \mu'\), \(\lambda_i = \lambda'_i\) (and therefore \(\mu_i > \mu'_i\)). If \(k\) is maximal with \(\mu_i = \mu_k\), then \(\lambda_{i+1} = \lambda_{k+1}\), \((\mu'_j, \lambda'_j + 1) = (\mu_j - 1, \lambda_j + 1)\) for any integer \(i \leq j \leq k\) and there is equality otherwise.

Example 4.4. In the following, we exemplify instances for all the covering cases of bipartitions. In each of the cases, the boxes moved are colored in red.

1. An example of a covering of type (1), where \(i = 2\) and \(k = 4\):

\[
\begin{array}{c|c|c|c|c}
\hline
\emptyset & \emptyset & \emptyset & \emptyset & \emptyset \\
\hline
\hline
1 & 0 & 0 & 0 & 0 \\
\hline
2 & 0 & 1 & 0 & 0 \\
\hline
3 & 0 & 0 & 1 & 0 \\
\hline
4 & 0 & 0 & 0 & 1 \\
\hline
\end{array}
\]

2. An example of a covering of type (2), where \(i = 1\) and \(k = 4\):

\[
\begin{array}{c|c|c|c|c}
\hline
\emptyset & \emptyset & \emptyset & \emptyset & \emptyset \\
\hline
\hline
1 & 0 & 0 & 0 & 0 \\
\hline
2 & 1 & 0 & 0 & 0 \\
\hline
3 & 0 & 1 & 0 & 0 \\
\hline
4 & 0 & 0 & 1 & 0 \\
\hline
\end{array}
\]

3. An example of a covering of type (3), where \(i = 2\):

\[
\begin{array}{c|c|c|c|c}
\hline
\emptyset & \emptyset & \emptyset & \emptyset & \emptyset \\
\hline
\hline
1 & 0 & 0 & 0 & 0 \\
\hline
2 & 0 & 1 & 0 & 0 \\
\hline
3 & 0 & 0 & 1 & 0 \\
\hline
4 & 0 & 0 & 0 & 1 \\
\hline
\end{array}
\]

4. An example of a covering of type (4), where \(i = 1\):

\[
\begin{array}{c|c|c|c|c}
\hline
\emptyset & \emptyset & \emptyset & \emptyset & \emptyset \\
\hline
\hline
1 & 0 & 0 & 0 & 0 \\
\hline
2 & 0 & 0 & 1 & 0 \\
\hline
3 & 0 & 1 & 0 & 0 \\
\hline
4 & 0 & 0 & 0 & 1 \\
\hline
\end{array}
\]
One can think of the cases (3) and (4) as moving a partial column from the left diagram in the bidiagram \((\lambda, \mu)\) to the right side and staying in the same row, or moving a partial column from the right diagram to the left and going down one row.

Now we present a proof of the theorem.

**Proof of Theorem 4.3.** We start the proof by showing that operations (1) – (4) define covering relations. Suppose that \((\lambda', \mu')\) is obtained from \((\lambda, \mu)\) by one of these operations. We need to show that \((\lambda, \mu)\) covers \((\lambda', \mu')\), that is, if \((\lambda^*, \mu^*)\) is such that \((\lambda, \mu) \geq (\lambda^*, \mu^*) \geq (\lambda', \mu')\), then either \((\lambda^*, \mu^*) = (\lambda, \mu)\) or \((\lambda^*, \mu^*) = (\lambda', \mu')\). Since the proofs for operations (2) and (4) are respectively similar to (1) and (3), we will focus on these two operations.

(A) Suppose that \((\lambda', \mu')\) is obtained from \((\lambda, \mu)\) by operation (1). In particular, \(\mu = \mu'\), and there exists \(1 < i < k\) such that \(\lambda'_j = \lambda_i - 1\), \(\lambda'_k = \lambda_k + 1\), \(\lambda'_j = \lambda_j\) for \(j \neq i, k\) and \(\mu_{i-1} = \cdots = \mu_k\). It is not difficult to show, by taking the difference between two consecutive partial sums, that

\[
\forall j \in \{1, \ldots, i-1, k+1, \ldots\}, \quad \lambda_j = \lambda_j' = \lambda_j' \quad \text{and} \quad \mu_j = \mu_j' = \mu_j',
\]

as well as \(\mu_k' = \mu_k = \mu_k'\). Since \(\mu_{i-1} = \mu_{k-1} = \mu_k = \mu_k'\), this implies that \(\mu_{i-1} = \cdots = \mu_k\) as well. In turn, this means that \(\lambda = (\lambda_1, \ldots, \lambda_k) \geq \lambda' = (\lambda'_1, \ldots, \lambda'_k) \geq (\lambda'_i, \ldots, \lambda'_k) = \lambda\).

By hypothesis, \(\lambda\) covers \(\lambda'\), so that either \(\lambda' = \lambda\) or \(\lambda' = \lambda\). In turn, this shows that \((\lambda, \mu)\) covers \((\lambda', \mu')\).

(B) Now, we assume that \((\lambda', \mu')\) is obtained from \((\lambda, \mu)\) by operation (3). This means, that there exists \(i \leq k\) such that \(\lambda_i = \lambda_k > \lambda_{k+1}, \mu_i = \mu_k\) and \(\mu'_j = \lambda_j - 1, \mu'_j = \mu_j + 1\), for \(i \leq j \leq k\) and otherwise \(\lambda'_j = \lambda_j\) and \(\mu'_j = \mu_j\).

As above we observe that

\[
\forall j < i \text{ or } j > k, \lambda_j = \lambda_j' = \lambda_j' \quad \text{and} \quad \mu_j = \mu_j' = \mu_j'.
\]

In the same way, it is easy to show that

\[
\forall j, \ i \leq j \leq k, \lambda_j + \mu_j \geq \lambda'_j + \mu'_j \geq \lambda'_j + \mu'_j = \lambda_j + \mu_j,
\]

and

\[
\forall j, \ i \leq j \leq k, \lambda_j \geq \lambda'_j \geq \lambda'_j = \lambda_j - 1.
\]

Together, this implies that

\[
\forall j, \ i \leq j \leq k, \lambda'_j \in \{\lambda_j, \lambda_j - 1\} \text{ and } \mu'_j \in \{\mu_j, \mu_j + 1\}.
\]

(a) Assume first that \(\lambda'_j = \lambda_j - 1\). Then for \(i \leq j \leq k\),

\[
\lambda_j - 1 \leq \lambda'_j \leq \lambda'_j = \lambda_j - 1 = \lambda_j - 1
\]

which implies \(\lambda'_j = \lambda_j - 1\) and \(\mu'_j = \mu_j + 1\), that is, \((\lambda^*, \mu^*) = (\lambda', \mu')\).

(b) On the other hand, if \(\lambda'_j = \lambda_j\), or equivalently \(\mu'_j = \mu_j\), then for \(i \leq j \leq k\), we have

\[
\mu_j \leq \mu'_j \leq \mu'_j = \mu_j = \mu_j
\]

which implies that \(\mu'_j = \mu_j\) and \(\lambda'_j = \lambda_j\), that is \((\lambda^*, \mu^*) = (\lambda, \mu)\).

Thus, they describe a covering relation in the poset \((BP_n, \leq)\).

Now, we prove the converse. Let \((\lambda, \mu)\) and \((\lambda', \mu')\) be two different bipartitions of \(n\) and assume that \((\lambda', \mu') \leq (\lambda, \mu)\). We show that there exists a bipartition \((\lambda^*, \mu^*)\) of \(n\) that can be obtained from \((\lambda, \mu)\) through one of the cases (1)–(4), and \((\lambda', \mu') \leq (\lambda^*, \mu^*) \leq (\lambda, \mu)\). Let \(i \in \mathbb{N}\) be minimal with \((\lambda_i, \mu_i) \neq (\lambda'_i, \mu'_i)\).
We consider first the case where \( \lambda_i > \lambda_i' \) and show that we can obtain \((\lambda^*, \mu^*)\) using one of the operations (1), (3), or (4). Let \( k \in \mathbb{N} \) be maximal with \( \lambda_i = \lambda_k \).

We begin our analysis with distinguishing between the following two cases. Either there exists a \( p \in \mathbb{N} \) such that \( i \leq p \leq k \) and \( \mu_p < \mu_{p-1} \) or not, with the convention that \( \mu_1 < \mu_0 \).

(a) First, we assume that there exists such a \( p \) and we fix the minimal \( p \) with this property. Then \( \mu_p \) is the first place after \( \mu_{i-1} \) where we can put a box to still obtain a partition. Let \( q \in \mathbb{N} \) be minimal such that \( p \leq q \leq k \) and \( \mu_q = \cdots = \mu_k \). We define \((\lambda^*, \mu^*)\) as the bipartition of \( n \) with \((\lambda^*_j, \mu^*_j) = (\lambda_j - 1, \mu_j + 1)\) for every \( q < j \leq k \) and otherwise \((\lambda^*_j, \mu^*_j) = (\lambda_j, \mu_j)\). We observe easily that \((\lambda^*, \mu^*) \leq (\lambda, \mu)\) and \( \lambda^* \cup \mu^* = \lambda \cup \mu \supseteq \lambda' \cup \mu' \), and we are just left with verifying
\[
\lambda^*_t + \sum_{j=1}^{t-1} (\lambda^*_j + \mu^*_j) \geq \lambda'_t + \sum_{j=1}^{t-1} (\lambda'_j + \mu'_j),
\]
for any \( t \in \mathbb{N} \). However, this is clear for any \( t < q \) and \( t > k \). If \( q \leq t \leq k \), we have
\[
\lambda_t^* \leq \lambda_t^* \leq \lambda_i - 1 = \lambda_t - 1 = \lambda_t^*
\]
and
\[
\sum_{j=1}^{t-1} (\lambda^*_j + \mu^*_j) = \sum_{j=1}^{t-1} (\lambda_j + \mu_j) \geq \sum_{j=1}^{t-1} (\lambda'_j + \mu'_j)
\]
so that we also have
\[
\lambda^*_t + \sum_{j=1}^{t-1} (\lambda^*_j + \mu^*_j) \geq \lambda'_t + \sum_{j=1}^{t-1} (\lambda'_j + \mu'_j).
\]
This is operation (3).

(b) Next, we assume that no such \( p \) exists. In particular, \( i > 1 \) and \( \mu_{i-1} = \cdots = \mu_k \).

We consider the closest possible free place in the bideagram \((\lambda, \mu)\), namely we take \( r > k \) to be the minimal integer with \( \lambda_r < \lambda_k - 1 \) or \( (\lambda_r = \lambda_k - 1 \) and \( \mu_r < \mu_k) \). Such an \( r \) always exists, since we allow ourselves to extend the partitions with empty rows. If it did not exist, that would mean that \( \lambda_k = 1 \) and \( \mu_k = 0 \). By definition of \( k \) and \( i \), this would mean that \( \lambda'_j = \lambda_j \) for \( 1 \leq j < i \), \( \mu'_j = \mu_j \) for \( 1 \leq j < i \), that \( 1 = \lambda_k = \cdots = \lambda_i > \lambda'_0 = 0 \). Also, we have \( 0 = \mu_k = \cdots = \mu_{i-1} = \mu'_{i-1} \). That means that the sizes of the bipartitions \((\lambda, \mu)\) and \((\lambda', \mu')\) are different, which is absurd. We proceed again with a case distinction.

(i) Let us start with assuming that \( \lambda_r = \lambda_k - 1 \) and \( \mu_r < \mu_k \). We define \( \mu^*_r = \mu_r - 1 \) and \( \lambda^*_r + 1 = \lambda_j + 1 \) for any \( j \in \mathbb{N}_0 \). Since \( \lambda_{k+1} < \lambda_k \) and \( \mu_{r-1} = \mu_k > \mu_r \), \((\lambda^*, \mu^*)\) is a bipartition. Clearly \((\lambda^*, \mu^*) \leq (\lambda, \mu)\). By construction we have
\[
\lambda^*_t + \sum_{j=1}^{t-1} (\lambda^*_j + \mu^*_j) = \lambda_t + \sum_{j=1}^{t-1} (\lambda_j + \mu_j) \geq \lambda'_t + \sum_{j=1}^{t-1} (\lambda'_j + \mu'_j)
\]
for any \( t \in \mathbb{N} \). Also, for \( t < k \) or \( t \geq r \), we have
\[
\sum_{j=1}^{t} (\lambda_j + \mu_j) = \sum_{j=1}^{t} (\lambda'_j + \mu'_j)
\]
Thus, it remains to show this inequality holds for $k \leq t < r$. The following inequalities follow from the definitions of $k$, $i$ and $r$:

\[
\begin{align*}
\lambda^*_k &= \lambda_k = \lambda_i \geq \lambda'_k + 1 \\
\lambda^*_k &= \lambda_i + 1 = \lambda_k - 1 + 1 \geq \lambda'_k + 1 & \text{for } k < t \leq r \\
\mu^*_k + 1 &= \mu_k = \mu_i = \mu_{i-1} = \mu'_{i-1} \geq \mu'_k & \text{for } k \leq t < r.
\end{align*}
\]

This shows that $\lambda^* \cup \mu^* \geq \lambda' \cup \mu'$, and we obtain $(\lambda^*, \mu^*)$ from $(\lambda, \mu)$ by operation (4).

(ii) Finally, we assume that $\lambda_r < \lambda_k - 1$. In particular, $\mu_{i-1} = \cdots = \mu_{r-1}$ and $\lambda_{r-1} = \cdots = \lambda_{k+1} = \lambda_k - 1 = \cdots = \lambda_i - 1$. We distinguish between two cases:

First, assume that $\mu_{r-1} > \mu_r$. We define $\lambda^*_r = \lambda_r + 1 \leq \lambda_{r-1}$ and $\mu^*_r = \mu_{r-1} = \mu_r$, while $\mu^*_j = \mu_j$ and $\lambda^*_j = \lambda_j$ otherwise. Then $(\lambda^*, \mu^*)$ is a well-defined bipartition, and as usual, $(\lambda^*, \mu^*) \preceq (\lambda, \mu)$. Also, proving that $(\lambda', \mu') \preceq (\lambda^*, \mu^*)$ is straightforward, except maybe proving that

\[
\sum_{j=1}^{r-1} (\lambda^*_j + \mu^*_j) \geq \sum_{j=1}^{r-1} (\lambda'_j + \mu'_j).
\]

But as previously, we have:

\[
\begin{align*}
\lambda^*_j &= \lambda_j = \lambda'_j & \text{for } 1 \leq j < i \\
\mu^*_j &= \mu_j = \mu'_j & \text{for } 1 \leq j < i \\
\lambda^*_j &= \lambda_j = \lambda_i \geq \lambda'_j + 1 \geq \lambda'_j + 1 & \text{for } i \leq j \leq k \\
\lambda^*_j &= \lambda_j = \lambda_k - 1 = \lambda_i - 1 \geq \lambda'_j \geq \lambda'_j & \text{for } k < j \leq r - 1 \\
\mu^*_j &= \mu_j = \mu_{i-1} = \mu'_{i-1} \geq \mu'_j & \text{for } i \leq j \leq r - 2 \\
\mu^*_{r-1} &= \mu_{i-1} - 1 = \mu'_{i-1} - 1 \geq \mu'_{r-1} - 1
\end{align*}
\]

All together, this gives

\[
\sum_{j=1}^{r-1} (\lambda^*_j + \mu^*_j) \geq \sum_{j=1}^{r-1} (\lambda'_j + \mu'_j) + (k - i) \geq \sum_{j=1}^{r-1} (\lambda'_j + \mu'_j)
\]

as wanted. This also means that we obtain $(\lambda^*, \mu^*)$ from $(\lambda, \mu)$ by operation (4).

We are left with the case $\mu_r = \mu_{r-1}$. By a previous remark, this means that $\mu_{i-1} = \cdots = \mu_r$. We set $\mu^* = \mu$ and $\lambda^*_k = \lambda_k - 1$, $\lambda^*_j = \lambda_j + 1$, and otherwise $\lambda^*_j = \lambda_j$. Then, by assumption $(\lambda^*, \mu^*)$ is a bipartition and $(\lambda^*, \mu^*) \preceq (\lambda, \mu)$.

It is also straightforward to show that $(\lambda^*, \mu^*) \preceq (\lambda', \mu')$ except maybe the partial sums inequalities in rows $k$ to $r$. Since $\lambda^*_k + \lambda^*_r = \lambda_k + \lambda_r$, we only need to look at rows $k$ to $r - 1$. To this purpose, we remark that:

\[
\begin{align*}
\lambda^*_j &= \lambda_j = \lambda'_j & \text{for } 1 \leq j < i \\
\mu^*_j &= \mu_j = \mu'_j & \text{for every } j \\
\lambda^*_j &= \lambda_j = \lambda_i \geq \lambda'_j + 1 \geq \lambda'_j + 1 & \text{for } i \leq j < k \\
\lambda^*_j &= \lambda_k - 1 = \lambda_i - 1 \geq \lambda'_j \geq \lambda'_k & \text{for } k < j \leq r - 1 \\
\lambda^*_j &= \lambda_j = \lambda_k - 1 = \lambda_i - 1 \geq \lambda'_j \geq \lambda'_j & \text{for } k < j \leq r - 1
\end{align*}
\]

Then for any $k \leq j < r$, we have

\[
\sum_{t=1}^{j} (\lambda^*_t + \mu^*_t) \geq \sum_{t=1}^{j} (\lambda'_t + \mu'_t) + (k - i) \geq \sum_{t=1}^{j} (\lambda'_t + \mu'_t)
\]
Indeed, it is as the following example shows:

\[ \chi_i^j + \sum_{t=1}^{j-1} (\lambda_i^t + \mu_i^t) \geq \lambda_i^j + \sum_{t=1}^{j-1} (\lambda_i^t + \mu_i^t). \]

Thus we obtain \((\lambda^*, \mu^*)\) from \((\lambda, \mu)\) by operation (1).

(B) It remains to deal with the case \(\lambda_i = \lambda_i^j\) and \(\mu_i > \mu_i^j\). It can easily be deduced from the previous case, by noticing the following: let \(\rho = (\mu_1, \mu_1, \mu_2, \ldots)\) and \(\rho' = (\mu_1, \mu'_1, \mu'_2, \ldots)\), then \((\rho, \lambda)\) and \((\rho', \lambda')\) are bipartitions of \(n + \mu_1\) such that \((\rho, \lambda) \geq (\rho', \lambda')\). If \(j\) is minimal such that \((\rho_j, \lambda_j) \neq (\rho'_j, \lambda'_j)\), then \(j = i + 1\) and \(\rho_j = \mu_i > \mu_i^j = \rho'_j\). From what we have just seen, there exists \((\rho^*, \lambda^*)\), obtained from \((\rho, \lambda)\) by operations (1), (3) or (4), such that \((\rho, \lambda) \geq (\rho^*, \lambda^*) \geq (\rho', \lambda')\). It is then clear that \(\rho_1^j = \rho_1 = \rho_1^* = \rho_1\). Let \(\mu^* = (\rho_2^*, \rho_3^*, \ldots)\). It is clear that \((\lambda^*, \mu^*)\) is a bipartition and obviously \((\lambda, \mu) \geq (\lambda^*, \mu^*) \geq (\lambda', \mu')\). Moreover if we obtained \((\mu^*, \rho^*)\) from \((\mu, \rho)\) by operations (1), (3) or (4) respectively, we obtain \((\lambda^*, \mu^*)\) from \((\lambda, \mu)\) by operations (2), (4) or (3) respectively.

\[ \square \]

It is in general not true that if \(\lambda\) is a partition covering \(\lambda'\), then \((\lambda, \mu)\) covers \((\lambda', \mu)\), as the following example shows:

**Example 4.5.** Consider \((\lambda, \mu) = ((3, 3, 2, 1), (2, 2, 2, 1))\), and \((\lambda', \mu') = ((3, 2, 2, 2), (2, 2, 2, 1))\).

Indeed, it is \(\mu_1 = \mu_2 = \mu_3 > \mu_4\). Thus, there exist bipartitions which lie in between.

\[
\begin{align*}
\begin{array}{|c|c|c|c|}
\hline
\times & \times & \times & \times \\
\hline
\times & \times & \times & \times \\
\hline
\times & \times & \times & \times \\
\hline
\times & \times & \times & \times \\
\hline
\end{array}
& >
\begin{array}{|c|c|c|c|}
\hline
\times & \times & \times & \times \\
\hline
\times & \times & \times & \times \\
\hline
\times & \times & \times & \times \\
\hline
\times & \times & \times & \times \\
\hline
\end{array}
\end{align*}
\]

Since the poset of partitions for the standard dominance order is a lattice, it is natural to ask whether this holds for our order on bipartitions. However, this is not the case already for \(n = 4\). Consider \(a = ((2), (1, 1))\) and \(b = ((2), (2), (\varnothing))\). Now take \(c = ((2, 1, 1), (\varnothing))\). It is covered by both \(a\) and \(b\), so if \(a\) and \(b\) have a meet, that is a greatest lower bound, it has to be \(c\). However, for \(d = (\varnothing, (2, 2))\), \(d < a\) and \(d < b\), but \(c\) and \(d\) are not comparable. Similarly, one can ask if the poset \((BP_n, \subseteq)\) is graded, i.e. any maximal chain has equal length. However, already for \(n = 3\) the poset is non-graded since there exist maximal chains of length 6 and 7.

5. **The posets of Specht ideals and varieties**

In this section, we state and prove our main theorem:

**Theorem 5.1.** Let \((\lambda, \mu)\) and \((\theta, \omega)\) be bipartitions of \(n\). Let \(I_{(\lambda, \mu)}\), \(I_{(\theta, \omega)}\) denote their associated Specht ideals and \(V_{(\lambda, \mu)}\), \(V_{(\theta, \omega)}\) their associated Specht varieties. Then, the following assertions are equivalent:

1. The bipartition \((\lambda, \mu)\) bidominates \((\theta, \omega)\), i.e. \((\lambda, \mu) \supseteq (\theta, \omega)\);
2. The \(B_n\)-Specht ideal \(I_{(\lambda, \mu)}\) contains the \(B_n\)-Specht ideal \(I_{(\theta, \omega)}\), i.e. \(I_{(\lambda, \mu)} \supseteq I_{(\theta, \omega)}\);
3. The \(B_n\)-Specht variety \(V_{(\lambda, \mu)}\) is contained in the \(B_n\)-Specht variety \(V_{(\theta, \omega)}\), i.e. \(V_{(\lambda, \mu)} \subseteq V_{(\theta, \omega)}\).

We start with the first implication, namely that a dominance of bipartitions implies the containment of the corresponding \(B_n\)-Specht ideals.

**Proposition 5.2.** Let \((\lambda, \mu), (\lambda', \mu') \in BP_n\) be bipartitions of \(n\) and let \((\lambda', \mu') \subseteq (\lambda, \mu)\). Then, \(I_{(\lambda', \mu')} \subseteq I_{(\lambda, \mu)}\).
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Proof. It is sufficient to prove the theorem in the four covering cases in Theorem 4.3.

In cases (1) and (2), we have in particular \((\lambda' \leq \lambda \text{ and } \mu' = \mu)\) or \(\mu' \leq \mu \text{ and } \lambda' = \lambda\), and the result follows from the proof of ([24, Theorem 1]), combined with the definition of \(B_\alpha\)-Specht polynomials.

Now, we consider case (3). In this case, to go from \((\lambda', \mu')\) to \((\lambda, \mu)\), we remove a number \(a\) of boxes from a column \(U_1\) in \(\mu'\), that will be added to a column \(U_2\) in \(\lambda\). We can restrict our attention to these two columns. Let \(b = |U_2|\), we then have \(|U_1| = a + |U_2| = a + b\). Let \(A = \{1, \ldots, a\}, B_1 = \{a + 1, \ldots, a + b\}\) and \(B_2 = \{a + b + 1, \ldots, a + 2b\}\). Up to permutation, it suffices to show that the polynomial

\[
P(x) = \Delta_{B_2}(x^2)\Delta_{A \cup B_1}(x^2) \prod_{i \in A \cup B_1} x_i
\]

is in the ideal generated by polynomials of the form \(\Delta_S(x^2)\Delta_\mathfrak{S}(x^2) \prod_{i \in \mathfrak{S}} x_i\), where \(\{1, \ldots, a + 2b\}\) is the disjoint union of \(S\) and \(\mathfrak{S}\), and \(|S| = a + b\). Let us consider

\[
Q(x) = \Delta_{A \cup B_2}(x^2)\Delta_{B_1}(x^2) \prod_{i \in B_1} x_i,
\]

which is a polynomial of the expected form, and

\[
\tilde{Q}(x) = Q(x) \prod_{i \in A} x_i
\]

\[= \Delta_{A \cup B_2}(x^2)\Delta_{B_1}(x^2) \prod_{i \in A \cup B_1} x_i.
\]

Note that we have:

\[
deg(P) = b(b - 1) + (a + b)(a + b - 1) + a + b = 2b^2 + a^2 + 2(a - 1)
\]

and

\[
deg(Q) = (a + b)(a + b - 1) + b(b - 1) + b = 2b^2 + a^2 + 2(a - 1) - a
\]

so that \(P\) and \(\tilde{Q}\) have the same degree. We are going to show that \(P\) is a combination of \(\epsilon(\sigma)\sigma \cdot \tilde{Q}\) for \(\sigma\)'s in \(G = S_{A \cup B_1}\). Note that we can rewrite

\[
\Delta_{A \cup B_2}(x^2) = \Delta_A(x^2)\Delta_{B_1}(x^2) \prod_{i \in A} R(x_i^2)
\]

where

\[
R(y) = \prod_{j \in B_2} (y - x_j^2).
\]

Since \(\prod_{i \in A \cup B_1} x_i\) and \(\Delta_{B_2}(x^2)\) are invariant by \(G\), we can factor them out and focus on the remaining terms, and we look therefore at

\[
P^*(x) = \Delta_{A \cup B_1}(x^2)
\]

and

\[
Q^*(x) = \Delta_A(x^2)\Delta_{B_1}(x^2) \prod_{i \in A} R(x_i^2).
\]

Also consider the subgroup \(H = S_A \times S_{B_1}\) of \(G\). Then, for \(\tau_1 \in S_A, \tau_2 \in S_{B_1}\), we have \(\tau_1 \tau_2(\Delta_A(x^2)) = \epsilon(\tau_1)(\Delta_A(x^2))\) and \(\tau_1 \tau_2(\Delta_{B_1}(x^2)) = \epsilon(\tau_2)(\Delta_{B_1}(x^2))\), and because \(\prod_{i \in A} R(x_i^2)\) is \(H\)-invariant, we get

\[
\epsilon(\tau_1 \tau_2)\tau_1 \tau_2 Q^* = Q^*,
\]

allowing us to consider the sum

\[
\overline{Q} = \sum_{\sigma \in G/H} \epsilon(\sigma)\sigma Q^*,
\]
and we claim that $P^* = Q$.

First, we show that $P^*$ divides $Q$, namely that for every $i \neq j \in A \cup B_1$, $x_i^2 - x_j^2$ divides $Q$. Since for every $\sigma \in G$, $\sigma Q = \pm Q$, and $G$ acts transitively on pairs $(i, j)$, it is enough to check that $x_1^2 - x_2^2$ divides $Q$. We hence have to show that $Q$ vanishes when imposing $x_1^2 = x_2^2$. To see this, first observe that the terms in the sum are in correspondence with set partitions $K \cup \overline{K}$ of $A \cup B_1$, where $|K| = a$. Indeed, up to permutation by elements of $H$, we only need to choose where to send the subset $A = \{1, \ldots, a\}$. Now, if $\sigma$ sends 1 and 2 in the same subset, the corresponding Vandermonde determinant in $\epsilon(\sigma)Q^*$ vanishes whenever $x_1^2 = x_2^2$. We then only need to focus on partitions where 1 and 2 are not in the same subset. There are two kinds of such partitions: those with $1 \in K$ and $2 \in \overline{K}$, and those $2 \in K$ and $1 \in \overline{K}$. The transposition $(12)$ naturally induces a bijection between these sets of partitions. If $\sigma \in G$ is a representative for a partition of the first kind, then $(12)\sigma$ is a representative for the corresponding partition of the second kind. When $x_1^2 = x_2^2$, we have $(12)\sigma Q^*(x) = \sigma Q^*(x)$, and because $\epsilon((12)\sigma) = -\epsilon(\sigma)$, the two corresponding terms cancel out.

Then, we need to check that $P^*$ and $Q$ have the same leading term with respect to the lexicographical ordering. The leading term of $P^*$ is $x_1^2(2(a+b-1))x_2^2(2(a+b-2)) \ldots x_a^2(2(a+b-1))$. Then, for $\sigma \in G$ sending $\{1, \ldots, k\}$ onto $K$, the partial degree of $\sigma Q^*$ in $x_1$ is 
\[
\begin{cases}
2(a-1) + 2b & \text{if } 1 \in K \\
2(b-1) & \text{if } 1 \notin K
\end{cases}
\]
and therefore $\sigma Q^*$ can give a contribution to the leading term of $Q$ only if $1 \in K$. By the same argument, 2 has to be in $K$, and in the end, $K = \{1, \ldots, a\}$; Indeed, assume there is a minimal $i \leq a$ with $i \notin K$. Then, the leading term of $\sigma Q^*$ is of the form $x_1^{2(a+b-1)}x_2^{2(a+b-2)} \ldots x_j^{2(a+b-j+1)}x_j^{2(b-1)} m$ where $m$ is a monomial in the variables $x_{j+1}, \ldots, x_{a+b}$. Since, $j \leq a$, then $2(b-1) < 2(a+b-j)$, and therefore the leading monomial of $\sigma Q^*$ is strictly lower than that of $Q^*$. Thus, the leading term of $Q^*$ is exactly the leading term of $Q^*$, which is $x_1^{2(a+b-1)}x_2^{2(a+b-2)} \ldots x_a^{2(a+b-1)}$, as expected. This concludes the covering case (3).

The proof for the covering case (4) is very similar. In this situation, to go from $(\lambda', \mu')$ to $(\lambda, \mu)$, we remove $a$ boxes from a column $U_1$ in $\lambda'$, before adding them to a column $U_2$ in $\mu$, with $|U_2| = b$ and $|U_1| = a + b + 1$. We can apply the previous argument, where this time $A = \{1, \ldots, a\}$, $B_1 = \{a + 1, \ldots, a + b + 1\}$, $B_2 = \{a + b + 2, \ldots, a + 2b + 1\}$,

\[
P = \Delta_{A \cup B_1}(x^2)\Delta_{B_2}(x^2) \prod_{i \in B_2} x_i
\]

\[
Q = \Delta_{B_1}(x^2)\Delta_{A \cup B_2}(x^2) \prod_{i \in A \cup B_2} x_i
\]

and

\[
Q = (\prod_{j \in A} x_j) Q
= \Delta_{B_1}(x^2)\Delta_{A \cup B_2}(x^2) \prod_{i \in A} x_i^2 \prod_{i \in B_2} x_i.
\]

The second implication ((2) implies (3)) of Theorem 5.1 is clear, it remains to prove that (3) implies (1):
Proposition 5.3. Let \((\lambda, \mu), (\theta, \omega)\) be bipartitions and \(V_{(\lambda, \mu)} \subset V_{(\theta, \omega)}\). Then, \((\lambda, \mu) \supseteq (\theta, \omega)\).

To prove this implication, we will consider two types of points in \(K^n\):

Lemma 5.4. Let \((\theta, \omega) \in BP_n\) and \(\Lambda = \theta \uplus \omega\) be a partition of \(n\). Consider the point \(z = (a_1, \ldots, a_{\lambda_1}, a_1, \ldots, a_{\lambda_2}, a_2, \ldots, a_m, \ldots, a_m)\) with \(a_i \neq a_j\) if \(i \neq j\) and \(a_i \neq 0\) if \(i \leq \text{len}(\omega)\).

\(i)\) \(z \notin V_{(\theta, \omega)}\).

\(ii)\) If \((\lambda, \mu) \in BP_n\) is a bipartition such that \(z \notin V_{(\lambda, \mu)}\), then \(\lambda \uplus \mu \supseteq \Lambda\).

Proof. \(i)\) Let \((T, S)\) be the generalized bitableau of shape \((\theta, \omega)\) which has the filling

\[
\begin{array}{cccc}
  a_1 & a_1 & \cdots & a_1 \\
  a_2 & a_2 & \cdots & \\
  \vdots & \vdots & \ddots & \\
  a_h & \cdots & & \\
\end{array}
\]

i.e. the \(i\)-th row of both \(T\) and \(S\) contains only \(a_i\)'s. The assumption \(a_i \neq 0\) for \(i \leq \text{len}(\omega)\) ensures that \(S\) contains no 0 entry, and by construction the squares of column entries are pairwise different. Thus, \(z \in V_{(\theta, \omega)}^c\).

\(ii)\) By assumption, there is a bitableau \((T, S)\) of shape \((\lambda, \mu)\) such that \(sp_{(T, S)}(z) \neq 0\). Then, according to Lemma 3.6, there is a tableau \(U = T \uplus S\) of shape \(\lambda \uplus \mu\) such that \(sp_U(z^2) \neq 0\). Therefore \(z^2\) does not belong to the \(S_n\)-Specht variety \(V_{\lambda \uplus \mu}\), and since \(z\) and \(z^2\) have the same \(S_n\)-orbit type, \([24, \text{Prop 1.ii}]\) gives

\[
\Lambda = (\Lambda_1, \ldots, \Lambda_m) \trianglelefteq \lambda \uplus \mu,
\]

which proves the lemma.

\(\square\)

Lemma 5.5. Let \((\theta, \omega) \in BP_n\) be a bipartition of \(n\). Let \(m = \max\{\text{len}(\theta), \text{len}(\omega)\}\). Consider the point

\[
z = (0, \ldots, 0, a_1, \ldots, a_{\lambda_1}, a_1, \ldots, a_{\lambda_2}, a_2, \ldots, a_m, \ldots, a_m)_{\theta_1, \omega_1, \theta_2, \omega_2, \theta_3, \omega_3, \ldots, \theta_m, \omega_m, \theta_{m+1}}
\]

with \(a_i^2 \neq a_j^2\) if \(i \neq j\) and \(a_i \neq 0\). Then:

\(i)\) \(z \notin V_{(\theta, \omega)}\).

\(ii)\) If \((\lambda, \mu) \in BP_n\) is a bipartition such that \(z \notin V_{(\lambda, \mu)}\), then

\[
\sum_{j=1}^{k-1} (\lambda_j + \mu_j) + \lambda_k \geq \sum_{j=1}^{k-1} (\theta_j + \omega_j) + \theta_k
\]

for any integer \(k \geq 1\).
Proof. i) Let \((T, S)\) be the generalized bitableau of shape \((\theta, \omega)\) which has the filling

\[
\begin{pmatrix}
0 & 0 & \cdots & 0 \\
\vdots \\
a_k & \cdots \\
\end{pmatrix}
\]

\[
\begin{pmatrix}
a_1 & a_1 & \cdots \\
a_2 & a_2 & \cdots \\
\vdots \\
a_t & \cdots \\
\end{pmatrix}
\]

i.e. \(\theta_i\) contains only \(a_{i-1}\)'s and \(\omega_i\) contains only \(a_i\)'s, where \(a_0 = 0\). We observe that no entry in \(S\) equals 0 and the squares of column entries are pairwise different. Thus, we have \(z \in V_{(\theta, \omega)}^e\).

ii) By assumption, there exists a bitableau \((T, S)\) of shape \((\lambda, \mu)\) such that

\[
0 \neq sp_{(T, S)}(z) = sp_T(z^2) sp_S(z^2) \cdot \prod_{j \in S} z_j.
\]

Let \((T^*, S^*)\) be the generalized bitableau obtained from \((T, S)\) by replacing \(i\) with \(z_i\) in any box. This means that the zeros of \(z\) are written in \(T^*\) and no column in \(T^*\) or \(S^*\) contains entries with equal squares. Since permutation of the column entries can only change the sign of \(sp_{(T, S)}(z)\), we can assume that the entries in every column in \((T^*, S^*)\) are sorted increasingly by the indices of the \(a_i\)'s from above to below, and with \(a_0 = 0\).

We obtain that all the 0's must be written in the first row of \(T^*\) which implies \(\lambda_1 \geq \theta_1\). Now, for an integer \(k \geq 1\) the \(a_k\)'s in \((T^*, S^*)\) must be written in different columns in the generalized bitableau \((T^*, S^*)\). Since the entries in \((T^*, S^*)\) are written with increasing indices in each column from the top to the bottom, we know that the \(a_j\)'s with \(0 \leq j \leq k\) must be written within the first \(k\) rows of \(S\) and the first \(k + 1\)-rows in \(T\). Thus, by the pigeon hole principle, we have

\[
\sum_{j=1}^k (\lambda_j + \mu_j) + \lambda_{k+1} \geq \sum_{j=1}^k (\theta_j + \omega_j) + \theta_{k+1}.
\]

Now, we can prove Proposition 5.3:

Proof of Proposition 5.3. The assumption is equivalent to \(V_{(\theta, \omega)}^c \subset V_{(\lambda, \mu)}^c\). We have to prove that \(\lambda \uplus \mu \geq \theta \uplus \omega\) and that \(\sum_{j=1}^{k-1} (\lambda_j + \mu_j) + \lambda_k \geq \sum_{j=1}^{k-1} (\theta_j + \omega_j) + \theta_k\) for every integer \(k \geq 1\).

For the first claim, consider the point

\[
z = \left( a_1, \ldots, a_1, a_2, \ldots, a_2, \ldots, a_m, \ldots, a_m \right)
\]

with \(a_i^2 \neq a_j^2\) for \(i \neq j\), and \(a_i \neq 0\) if \(i \leq \text{len}(\omega)\). According to i) in Lemma 5.4, \(z \in V_{(\theta, \omega)}^c\). By assumption, we then have \(z \in V_{(\lambda, \mu)}^c\), and ii) in Lemma 5.4 gives

\[
\lambda \uplus \mu \geq \Lambda(z) = \theta \uplus \omega.
\]

For the second claim, consider the point

\[
z = \left( 0, \ldots, 0, a_1, \ldots, a_1, a_2, \ldots, a_2, \ldots, a_m, \ldots, a_m \right)
\]
with \( a_i^2 \neq a_j^2 \) for \( i \neq j \), and \( a_i \neq 0 \). According to i) in Lemma 5.5, \( z \in V_{(\theta, \omega)}^{\mathbb{C}} \). By assumption, we then have \( z \in V_{(\lambda, \mu)}^{\mathbb{C}} \), and ii) in Lemma 5.5 gives

\[
\sum_{j=1}^{k-1} (\lambda_j + \mu_j) + \lambda_k \geq \sum_{j=1}^{k-1} (\theta_j + \omega_j) + \theta_k
\]

for any integer \( k \geq 1 \). \( \square \)

6. Orbit types

In this section we define orbit types of elements in \( \mathbb{K}^n \) with respect to the action of the hyperoctahedral group. Compared with the \( S_n \)-orbit types, they allow a finer set decomposition of \( \mathbb{K}^n \) since one distinguishes whether coordinates are 0 or not. This leads to a set partition of the \( B_n \)-Specht varieties based on the combinatorics of the poset \( \text{BP}_{n, \leq} \).

Recall that if \( z = (a_1, \ldots, a_n) \in \mathbb{K}^n \), then the \( S_n \)-orbit type of \( z \) is the unique partition \( \Lambda(z) = (\lambda_1, \ldots, \lambda_l) \vdash n \) such that \( \text{Stab}_{S_n}(z) \simeq \mathbb{Z}/\lambda_1 \mathbb{Z} \times \cdots \times \mathbb{Z}/\lambda_l \mathbb{Z} \), or equivalently, there exists \( b_1, \ldots, b_l \) pairwise distinct such that \( z \in S_n \cdot (b_1, \ldots, b_1, b_2, \ldots, b_2, \ldots, b_l, \ldots, b_l) \).

**Definition 6.1.** Let \( \lambda = (\lambda_1, \ldots, \lambda_m) \vdash n \) be a partition and \( t \in \mathbb{N}_0 \). Let \( j = \min \{ i : \lambda_i < t \} \) with the convention that \( j = m+1 \) if \( t = 0 \). Then the \( t \)-cut of \( \lambda \) is the bipartition \( (\rho, \sigma) \) defined as \( \rho = (t, \ldots, t, \lambda_j, \ldots, \lambda_m) \) and \( \sigma = (\lambda_1 - t, \ldots, \lambda_{j-1} - t) \). We denote it by \( \text{cut}(\lambda, t) \).

We have \( \text{cut}(\lambda, 0) = (\emptyset, \lambda) \) while \( \text{cut}(\lambda, t) = (\lambda, \emptyset) \) for any \( t \geq \lambda_1 \). We observe that if \( \text{cut}(\lambda, t) = (\sigma, \rho) \), then \( \sigma \cup \rho = \lambda \).

We are now ready to define the \( B_n \)-orbit type of a point in \( \mathbb{K}^n \) and the notion of \( B_n \)-orbit set:

**Definition 6.2.** Let \( z \in \mathbb{K}^n \). The \( B_n \)-orbit type of \( z \) is

\[
\Omega(z) = \text{cut}(\Lambda(z^2), t_z)
\]

where \( t_z \) is the number of 0 coordinates of \( z \).

For \( (\lambda, \mu) \in \text{BP}_n \), the \( B_n \)-orbit set associated to \( (\lambda, \mu) \) is then

\[
H_{(\lambda, \mu)} = \{ z \in \mathbb{K}^n : \Omega(z) = (\lambda, \mu) \}.
\]

We observe that \( B_n \)-orbits sets might be empty. The non-empty \( B_n \)-orbits sets correspond to bipartitions \( (\lambda, \mu) \) such that \( \lambda_1 = \cdots = \lambda_{\text{len}(\mu)}+1 \). Moreover, if \( (\lambda, \mu) \) is such that \( H_{(\lambda, \mu)} \neq \emptyset \), then any point \( z \in H_{(\lambda, \mu)} \) is of the following form: let \( m = \text{len}(\mu) \). Then there exist non-zero elements \( a_1, \ldots, a_l \in \mathbb{K} \), with distinct squares such that

\[
z = \sigma \cdot (a_1^{\lambda_1+\mu_1}, a_2^{\lambda_1+\mu_2}, \ldots, a_m^{\lambda_1+\mu_m}, 0, \ldots, 0, a_{m+1}^{\lambda_{m+2}}, \ldots, a_{m+1}^{\lambda_{m+2}}, \ldots, a_l^{\lambda_{l+1}})
\]

for some \( \sigma \in B_n \). It is straightforward that \( l = m \) if \( \text{len}(\lambda) \leq m \) (which implies \( \lambda = \emptyset \)) and \( l = \text{len}(\lambda) - 1 \) if \( \text{len}(\lambda) > m \). With such a point of view, this notion of \( B_n \)-orbit type is a natural generalization of \( S_n \)-orbit type in terms of hyperplane arrangements.

While \( S_n \)-orbit types correspond with unions of intersections of hyperplanes of type \( A_{n-1} \) of the form \( x_i - x_j = 0 \), \( B_n \)-orbit types correspond with unions of intersections of hyperplanes of type \( B_n \), of the form \( x_i \pm x_j = 0 \) and \( x_i = 0 \).

**Example 6.3.** We present the orbit types of \( \mathbb{K}^3 \). Let \( a, b, c \in \mathbb{K}^* \) be such that they have distinct squares.
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Proof. Let \((\theta, \omega) = \Omega(z)\) and \(m = \text{len}(\omega)\). Then there exist \(s \in B_n\) and \(a_1, \ldots, a_l \in \mathbb{K}\) with distinct squares such that \(z = \sigma' z'\) with
\[
\sigma' (a_1, \ldots, a_l, \ldots, a_m, 0, \ldots, 0, a_m+1, \ldots, a_m+1, \ldots, a_l) = (a_1, \ldots, a_l, \ldots, a_m, 0, \ldots, 0, a_m+1, \ldots, a_m+1, \ldots, a_l).
\]
Since the Specht varieties are invariant under the action of \(B_n\), we can assume that \(z = z''\). With this shape, we can apply Lemma 5.4 to \(z\) which gives immediately (1), and partly (2); if \(z \not\in V_{(\lambda, \mu)}\), then \(\lambda \not\subseteq \theta \union \omega\). It remains to prove that if \(z \not\in V_{(\lambda, \mu)}\), then \(\sum_{j=1}^{k-1} (\lambda_j + \mu_j) + \lambda_k \geq \sum_{j=1}^{k-1} (\theta_j + \omega_j) + \theta_k\) for any integer \(k \geq 1\). To do so, it is enough to observe that since \(\theta_1 = \cdots = \theta_m+1\), the point
\[
(0, \ldots, 0, a_1, \ldots, a_1, a_2, \ldots, a_2, \ldots, a_m, \ldots, a_m, a_m+1, \ldots, a_m+1, \ldots, a_l)
\]
is in the same orbit, and we can apply Lemma 5.5 to conclude the proof.

As a consequence of our previous results, we get a decomposition of \(B_n\)-Specht varieties in terms of orbit sets:

**Theorem 6.6.**

\[
V_{(\lambda, \mu)} = \bigcup_{(\theta, \omega) \in B_n, (\theta, \omega) \lessdot (\lambda, \mu)} H(\theta, \omega) = \bigcup_{(\theta, \omega) \in B_n, (\theta, \omega) \lessdot (\lambda, \mu)} H(\theta, \omega).
\]

**Proof.** The collection \(\{H(\theta, \omega) : (\theta, \omega) \in B_n\}\) defines a set partition of \(\mathbb{K}^n\) by definition, which explains the second equality.

In order to prove the first one, we first assume that \(z \not\in V_{(\lambda, \mu)}\). By part (2) in Proposition 6.5 we obtain that \((\lambda, \mu) \not\subseteq \Omega(z)\). Thus \(z \in \bigcup_{(\theta, \omega) \in B_n, (\theta, \omega) \lessdot (\lambda, \mu)} H(\theta, \omega)\).

Conversely, let \(z \in \bigcup_{(\theta, \omega) \in B_n, (\theta, \omega) \lessdot (\lambda, \mu)} H(\theta, \omega)\). In other words, \(\Omega(z) \lessdot (\lambda, \mu)\). Then, part (1) in Proposition 6.5 implies \(z \not\in V_{\Omega(z)}\). On the other hand, by Theorem 5.1, \(V_{(\lambda, \mu)} \subset V_{\Omega(z)}\). Therefore \(z \not\in V_{(\lambda, \mu)}\). □
Example 6.7. We calculate the Specht variety corresponding with the bipartition
\((1, 1), (2)\) using Theorem 6.6. The bipartitions \((\theta, \omega)\) encoding non-empty orbit sets
such that \((\theta, \omega) \not\sqsubseteq (1, 1), (2)\) are the bipartitions in
\[ \Omega = \{((2, 2), \emptyset), ((2, 1, 1), \emptyset), (\emptyset, (4)), ((3, 1), \emptyset), ((4), \emptyset)\} \subset \text{BP}_4. \]
Then,
\[ V_{((1,1),(2))} = \bigcup_{(\lambda, \mu) \in \Omega} H_{(\lambda, \mu)} \]
\[ = H_{((2,2),\emptyset)} \cup H_{((2,1,1),\emptyset)} \cup H_{(\emptyset,(4))} \cup H_{((3,1),\emptyset)} \cup H_{((4),\emptyset)}, \]
which means
\[ V_{((1,1),(2))} = B_4 \cdot \{(0, 0, a, a), (0, 0, a, b), (a, a, a, a), (0, 0, 0, a), (0, 0, 0, 0) : a, b \in \mathbb{K}_{>0}\}. \]

One might look for a more natural orbit-type, only involving the number of zeroes of a point, and the \(S_n\)-orbit-type of the remaining non-zero squared coordinates. Indeed, our previous decomposition can be reformulated in such a way, and it can be obtained either using \(S_n\)-invariance and results of [24], or as a consequence of our previous results on bipartitions. We just briefly describe here the latter approach because such a point of view, even if it gives a natural decomposition, does not give information on inclusions of \(B_n\)-Specht varieties, which will be needed for our applications in the next section.

If \(z = (a_1, \ldots, a_n) \in \mathbb{K}^n\) is a point, then
\[ \text{Stab}_{S_n}(a_1^2, \ldots, a_n^2) \cong S_{\Lambda_1} \times \cdots \times S_{\Lambda_t} \times S_t \]
where \(\Lambda_1 \geq \cdots \geq \Lambda_t\) and \(t\) is the number of zero coordinates of \(z\). We could have defined the orbit type of \(z\) as
\[ \Lambda(z) = (t, (\Lambda_1, \ldots, \Lambda_t)). \]

Then, there is a bijection \(\phi\) between the set of pairs \((t, \Lambda)\) where \(n \geq t \geq 0\) and \(\Lambda \vdash n - t\) and the set of bipartitions \((\lambda, \mu)\) such that \(H_{(\lambda, \mu)} \neq \emptyset\) given by
\[ (t, \Lambda) \mapsto \text{cut}(\Lambda_1, \Lambda_2, \ldots, \Lambda_t, t) \]
where \((\Lambda_1, \Lambda_2, \ldots, \Lambda_t, t)\) is the partition obtained by rearranging \((\Lambda_1, \Lambda_2, \ldots, \Lambda_t, t)\) in non increasing order.

Now, for \(t \leq 0\) and \(\Lambda \vdash n - t\), if we denote by \(G_{t, \Lambda} = \{z \in \mathbb{K}^n ; \Lambda(z) = (t, \Lambda)\}\), we have by construction
\[ G_{t, \Lambda} = H_{\phi(t, \Lambda)}. \]
Moreover, \(\phi\) preserves the orders in the following sense: for \(t\) fixed, \(\phi(t, \Lambda) \preceq \phi(t, \Lambda')\) in our poset of bipartitions if and only if \(\Lambda \preceq \Lambda'\) in the poset of partitions. Also, it is obvious that if \(t > \lambda_1\), then \(z \in V_{(\lambda, \mu)}\).

As a consequence, our decomposition in Theorem 6.6 becomes in this context
\[ (V_{(\lambda, \mu)})^c = \bigcup_{t=1}^{\lambda_1} \bigcup_{\phi(t, \Lambda) \preceq (\lambda, \mu)} G_{t, \Lambda}. \]
Actually, if one fixes \(0 \leq t \leq \lambda_1\), one can prove that
\[ \phi(t, \Lambda) \preceq (\lambda, \mu) \Leftrightarrow \Lambda \preceq \lambda^{(t)} \uplus \mu, \]
where \(\lambda^{(t)}\) is defined as follows: if \(s = \max \{i ; \lambda_i \geq t\}\), then
\[ \lambda^{(t)} = (\lambda_1, \ldots, \lambda_{s-1}, \lambda_s + \lambda_{s+1} - t, \lambda_{s+2}, \ldots, \lambda_t). \]
Finally, we can reformulate the decomposition as:

\[(V_{(\lambda,\mu)})^c = \bigcup_{t=1}^{\lambda_1} \bigcup_{\lambda \leq \lambda^* \cap \mu} G_{(t,\lambda)}.\]

7. Applications to \(B_n\)-invariant ideals

7.1. Specht ideals in \(B_n\)-invariant ideals. The main result in the article [24] studies the \(S_n\)-Specht ideals contained in an ideal \(I\) which is globally invariant under the action of \(S_n\). We give here the main ideas of this statement, before extending it to the case of \(B_n\).

For \(P\) a polynomial in an \(S_n\)-invariant ideal \(I \subset \mathbb{K}[x_1, \ldots, x_n]\) of degree \(d\), we denote by \(\text{wt}(P_d)\) the number of variables appearing in the highest component \(P_d\) of \(P\). Moreover, for a monomial \(m\) of degree \(d\) in \(P\), the partial degrees of \(m\) induce a partition \((k_1, \ldots, k_\ell)\), and under the assumption \(\text{wt}(P_d) + d \leq n\), we have in particular \(d + \ell \leq n\), and therefore we can define the partition

\[\mu(m) = (k_1 + 1, k_2 + 1, \ldots, k_\ell + 1, 1, \ldots, 1)\]

of \(n\). It is then proved ([24, Theorem 4]) that for every monomial \(m \in \text{Mon}(P_d)\), the ideal \(I\) contains every \(\text{sp}(T)\) for which \(\text{sh}(T) \leq \mu(m)^\perp\).

The proof works as follows: up to permutation of the variables, we may assume that

\[m = x_1^{k_1} x_2^{k_2} \cdots x_\ell^{k_\ell}\]

and since \(\text{wt}(P_d) + d \leq n\), there exists \(d = k_1 + \ldots + k_\ell\) many variables in \(\{x_1, \ldots, x_n\}\) that do not appear in \(P_d\). More precisely, we can take \(I_1, \ldots, I_\ell\), disjoint subsets of \(\{1, \ldots, n\}\) such that for any \(1 \leq i \leq \ell\), there are \(k_i\) elements in \(I_i\), and none of them appears in \(P_d\). Then, if for \(1 \leq i \leq \ell\), \(J_i = \{i\} \cup I_i\), we can prove

\[(4) \quad \Delta_{J_1} \cdots \Delta_{J_\ell} = \sum_{\sigma \in S_{J_1} \times \cdots \times S_{J_\ell}} \epsilon(\sigma) \sigma(\Delta_{I_1} \cdots \Delta_{I_\ell} P)\]

where \(\Delta_J\) is the Vandermonde polynomial of the ordered set \(I\) and \(k \neq 0\).

Now, we want to generalize this result to \(B_n\)-invariant ideals. First, we need to associate a bipartition to a given monomial:

**Definition 7.1.** Let \(m\) be a monomial in \(\mathbb{K}[x_1, \ldots, x_n]\). There exist unique sets \(I_1\) and \(I_2\) such that we can write \(m\) as

\[m = \prod_{i \in I_1} x_i^{2k_i} \prod_{i \in I_2} x_i^{2r_i} \prod_{i} x_i\]

and \(k_i \neq 0\). Denote \(\ell = |I_1|, d_1 = \sum_{i \in I_1} k_i,\) \(s = |I_2|,\) and \(d_2 = \sum_{i \in I_2} r_i\). The sets \(\{k_i, i \in I_1\}\) and \(\{r_i, i \in I_2\}\) respectively induce partitions \((\lambda_1, \ldots, \lambda_\ell)\) of \(d_1\) and \((\mu_1, \ldots, \mu_s)\) of \(d_2\). If moreover we assume that \(\ell + s + d_1 + d_2 \leq n\), we can define a bipartition \(\Gamma(m)\) of \(n\) by

\[\Gamma(m) = (\lambda, \mu) = ((\lambda_1 + 1, \lambda_2 + 1, \ldots, \lambda_\ell + 1, 1, \ldots, 1), (\mu_1 + 1, \mu_2 + 1, \ldots, \mu_s + 1)).\]

Finally, we define

\[\Gamma^*(m) = (\lambda^+, \mu^+) = (n - (s + d_1 + d_2), \ell, \lambda_3^+, \ldots), (s, \mu_2^+, \ldots)),\]

which is a bipartition of \(n\) as well.

With this notion, we get, for \(B_n\)-invariant ideals:
The poset of Specht ideals for hyperoctahedral groups

**Theorem 7.2.** Let $I \subseteq K[x_1, \ldots, x_n]$ be a $B_n$-invariant ideal, and let $P \in I$. Assume that $m$ is a monomial in the homogeneous component of highest degree of $P$. Using the notation of Definition 7.1, assume that $wt(P_d) + d_1 + d_2 \leq n$. Then, we have the ideal inclusion

$$I_{\Gamma^*(m)} \subset I.$$

**Proof.** Up to permutation, we may assume that

$$m = \prod_{i=1}^{\ell} x_i^{2k_i} \prod_{i=\ell+1}^{\ell+s} x_i^{2r_i} \prod_{i=\ell+1}^{\ell+s} x_i,$$

and that the coefficient of $m$ in $P$ is 1. Let $\epsilon_i \in B_n$ the map changing $x_i$ in $-x_i$. Then, the polynomial

$$P - \epsilon_i P \over 2$$

is a polynomial in $I$ whose terms are exactly the terms of $P$ having an odd degree in $x_i$, and therefore divisible by $x_i$. After applying this transformation for every $i \in \{\ell + 1, \ldots, \ell + s\}$, we may substitute $P$ with a polynomial of the form

$$\tilde{P}(x) \prod_{i=\ell+1}^{\ell+s} x_i,$$

containing $m$ in its leading term, and where every term in $\tilde{P}$ has even degree in $x_i$, for every $i \in \{\ell + 1, \ldots, \ell + s\}$. Further, for $i \notin \{\ell + 1, \ldots, \ell + s\}$, we can apply the transformation

$$\tilde{P}(x) + \epsilon_i \tilde{P}(x) \over 2$$

to get a polynomial which is still in $I$, but its terms are exactly the terms of $P$ having an even degree in $x_i$. In the end, we may assume that $P$ is of the form:

$$P(x) = Q(x^2) \prod_{i=\ell+1}^{\ell+s} x_i,$$

where $m$ is still a monomial of the leading term.

Now we can apply a strategy similar to the one described for $S_n$-invariant ideals. Since $\ell + s + d_1 + d_2 \leq wt(P_d) + d_1 + d_2 \leq n$, there exists $d_1 + d_2 = k_1 + \cdots + k_\ell + r_1 + \cdots + r_s$ many variables in $\{x_1, \ldots, x_n\}$ that do not appear in $P_d$, and we can take $I_1, \ldots, I_\ell, I_{\ell+1}, \ldots, I_{\ell+s}$, disjoint subsets of $\{1, \ldots, n\}$ such that for any $1 \leq i \leq \ell$, there are $k_i$ elements in $I_i$, for any $\ell + 1 \leq i \leq \ell + s$, there are $r_i$ elements in $I_i$, and none of them appears in $P_d$. Then, for $1 \leq i \leq \ell + s$, denote

$$J_i = \{i\} \cup I_i,$$

and $\tilde{\Delta}_J(x) = \Delta_J(x^2)$ the Vandermonde polynomial associated with the variables $x_i^2$ for $i \in J$. Consider

$$R(x) = P(x)\tilde{\Delta}_{I_1} \cdots \tilde{\Delta}_{I_{\ell+s}} \prod_{i \in I_{\ell+1} \cup \cdots \cup I_{\ell+s}} x_i.$$
We then have
\[ \sum_{\sigma \in S_{J_1} \times \cdots \times S_{J_\ell}} \epsilon(\sigma) \sigma(R(x)) = \sum_{\sigma \in S_{J_1} \times \cdots \times S_{J_\ell}} \epsilon(\sigma) \sigma(P(x) \Delta_{I_1} \cdots \Delta_{I_\ell}) \prod_{i \in J_{\ell+1} \cup \cdots \cup J_{\ell+\ell}} x_i \]
\[ = \sum_{\sigma \in S_{J_1} \times \cdots \times S_{J_\ell}} \epsilon(\sigma) \left( Q(x^2) \Delta_{I_1} \cdots \Delta_{I_\ell} \prod_{i \in J_{\ell+1} \cup \cdots \cup J_{\ell+\ell}} x_i \right) \]
\[ = \prod_{i \in J_{\ell+1} \cup \cdots \cup J_{\ell+\ell}} x_i \sum_{\sigma \in S_{J_1} \times \cdots \times S_{J_\ell}} \epsilon(\sigma) \left( Q(x^2) \Delta_{I_1} \cdots \Delta_{I_\ell} \right) \]
\[ = k_1! \cdots k_\ell! \cdots r_{\ell+1}! \cdots r_{\ell+\ell}! \Delta_{J_1} \cdots \Delta_{J_\ell} \Delta_{J_{\ell+1}} \cdots \Delta_{J_{\ell+\ell}} \prod_{i \in J_{\ell+1} \cup \cdots \cup J_{\ell+\ell}} x_i \]
where the last equality follows from (4). Therefore, \( I \) contains the polynomial
\[ \Delta_{J_1} \cdots \Delta_{J_\ell} \Delta_{J_{\ell+1}} \cdots \Delta_{J_{\ell+\ell}} \prod_{i \in J_{\ell+1} \cup \cdots \cup J_{\ell+\ell}} x_i \]
which is one of the generators of \( I_{\Gamma^*(m)} \). By symmetry, we get the theorem. \( \square \)

**Corollary 7.3.** Let \( I \subset \mathbb{K}[x_1, \ldots, x_n] \) be a \( B_n \)-invariant ideal, and let \( P \in I \). Assume that \( m \) is a monomial in the leading term of \( P \). Using the notation of Definition 7.1, assume that \( \text{wt}(P_d) + d_1 + d_2 \leq n \). Then, we have the inclusion of varieties
\[ V(I) \subset V(I_{\Gamma^*(m)}) \]
and \( V(I) \cap H(\theta, \omega) = \emptyset \) for any bipartition \( (\theta, \omega) \in B_P \) dominated by \( \Gamma^*(m) \).

**Proof.** The inclusion of varieties follows immediately from the set inclusion in Theorem 7.2, while the second claim follows from the set partition of Specht varieties in Theorem 6.6. \( \square \)

We illustrate how this can be applied:

**Example 7.4.** Let \( P = x_2 x_3 (x_1^2 - 1) \in \mathbb{K}[x_1, \ldots, x_4] \). The polynomial \( P \) contains a unique monomial \( m = x_2^2 x_3 x_1^2 \) of highest degree. Using the notation of Definition 7.1 we obtain \( \text{wt}(P_1) = 3, l = 1, s = 2, d_1 = 1, d_2 = 0, \Gamma(m) = ((2), (1, 1)), \) and \( \Gamma^*(m) = ((1, 1), (2)) \). Let \( I \) denote the ideal that is generated by the \( B_n \) orbit of \( P \). Then, by Corollary 7.3 it must be \( V(I) \subset V((1, 1), (2)). \) Thus, we have
\[ V(I) \subset B_4 \cdot \{(0, 0, 0, a), (0, 0, a, b), (a, a, a, a), (0, 0, 0, 0) : a, b \in \mathbb{K}_{\geq 0}\}. \]
We observe that \( V(I) = \{(1, 1, 1, 1), (0, 0, 0, a), (0, 0, 0, 0) : a \in \mathbb{K}\} \). Thus \( V(I) \) contains already points of three of the five possible orbit types.

### 7.2 Connections with Representation Theory

We assume that \( \mathbb{K} = \mathbb{C} \), or \( \mathbb{K} = \mathbb{R} \) if \( G \) is a real reflection group. Let \( G \) be a finite group acting linearly on the polynomial ring \( \mathbb{K}[x_1, \ldots, x_n] \). The polynomials fixed by this action form a finitely generated subalgebra \( \mathbb{K}[x_1, \ldots, x_n]^G \). Moreover, each finite group admits - up to isomorphism - a finite number of irreducible \( \mathbb{K}[G] \)-modules and the action on \( \mathbb{K}[x_1, \ldots, x_n] \) can be decomposed into isotypic components, i.e. we have a decomposition of the form
\[ \mathbb{K}[x_1, \ldots, x_n] = \bigoplus \chi \mathbb{K}[x_1, \ldots, x_n]_{\chi}, \]
where \( \chi \) runs over the pairwise non-isomorphic representations and each isotypic component \( \mathbb{K}[x_1, \ldots, x_n]_{\chi} \) contains only pairwise isomorphic \( \mathbb{K}[G] \)-submodules. Notice, that with this notion the invariant polynomials \( \mathbb{K}[x_1, \ldots, x_n]^G \) correspond to the trivial representation. Clearly, \( \mathbb{K}[x_1, \ldots, x_n] \) has the structure of a \( \mathbb{K}[x_1, \ldots, x_n]^G \)-module. Finally, let \( J_+ \subset \mathbb{K}[x_1, \ldots, x_n] \) be the ideal generated by invariant polynomials of positive degree. Then the algebra \( \mathbb{K}[x_1, \ldots, x_n]_{\Gamma} := \mathbb{K}[x_1, \ldots, x_n]/J_+ \) is
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called the coinvariant algebra. Whereas these algebras can be defined and studied for all finite groups, it was shown by Chevalley ([10, Theorem (B)]) and Sephard–Todd ([30]) that for finite reflection groups, these algebras are very regular and moreover that they characterize finite reflection groups by what is now known as Chevalley–Shephard–Todd theorem:

**Theorem 7.5 ([10, 30]).** Let $G$ be a finite group. Then, the following are equivalent

1. $G$ is a group generated by reflections.
2. The algebra of polynomial invariants $\mathbb{K}[x_1, \ldots, x_n]^G$ is a (free) polynomial algebra.
3. The algebra $\mathbb{K}[x_1, \ldots, x_n]$ is a free module over $\mathbb{K}[x_1, \ldots, x_n]^G$.
4. $\mathbb{K}[x_1, \ldots, x_n]^G$ affords the regular representation of $G$, i.e.

   $\mathbb{K}[x_1, \ldots, x_n]^G \simeq \bigoplus \dim(\chi)\chi$,

where $\chi$ runs over the pairwise non-isomorphic representations of $G$.

Let $(\lambda, \mu) \in B\mathcal{P}_n$ be a bipartition, denote by $\mathbb{K}[x_1, \ldots, x_n]_{(\lambda,\mu)}$ the isotypic component corresponding to $(\lambda, \mu)$, and by $I_{(\lambda,\mu)}$ the associated Specht ideal. Notice that by Theorem 7.5, $\mathbb{K}[x_1, \ldots, x_n]_{(\lambda,\mu)}$ is also a finitely generated $\mathbb{K}[x_1, \ldots, x_n]^G$ module, generated by $s_{\lambda,\mu}^2$ many elements, where $s_{\lambda,\mu}$ denotes the dimension of the corresponding irreducible representation. It follows from ([22, Theorem 1 (2)]) that $s_{\lambda,\mu}$ is in fact equal to the number of standard bitableaux of shape $\lambda, \mu$. We note the following proposition:

**Proposition 7.6.** Let $d$ be minimal with

$$ V := \mathbb{K}[x_1, \ldots, x_n]_{(\lambda,\mu)} \cap \mathbb{K}[x_1, \ldots, x_n]_{\leq d} \neq \emptyset. $$

Then, the multiplicity of an irreducible representation of type $(\lambda, \mu)$ in $V$ is 1. This unique irreducible representation is given by the $B_n$-Specht polynomials of shape $(\lambda, \mu)$. Moreover, $\mathbb{K}[x_1, \ldots, x_n]_{(\lambda,\mu)}$ is contained in the ideal generated by this unique irreducible representation, i.e.

$$ \mathbb{K}[x_1, \ldots, x_n]_{(\lambda,\mu)} \subseteq I_{(\lambda,\mu)}. $$

**Proof.** Since $\mathbb{K}[x_1, \ldots, x_n]_{(\lambda,\mu)}$ is a direct sum of irreducible $B_n$-modules isomorphic to the standard $B_n$-Specht module, $W_{(\lambda,\mu)}$, it is enough to show that for every Specht polynomial $Q = sp(T,S)$ with $sh(T,S) = (\lambda, \mu)$, and every $B_n$-isomorphism $\phi$, the polynomial

$$ P = \phi(Q) $$

is divisible by $Q$. First, for every $i \in \{1, \ldots, n\}$, if $\epsilon_i$ is the map replacing $x_i$ with $-x_i$, since $\phi$ respects the action of $B_n$, we must have

$$ \epsilon_i P = \begin{cases} -P & \text{if } i \in S \\ P & \text{if } i \notin S \end{cases}, $$

which implies that $P$ is of the form

$$ P(x) = \tilde{P}(x^2) \prod_{i \in S} x_i. $$

Then, for every $\tau$ switching two elements in a same column of $T$ or $S$, we must have $\tau \tilde{P} = -\tilde{P}$, so that $P$ is divisible by $Q$. \qed

**Remark 7.7.** We remark that the statement about multiplicity 1 of an irreducible representation in Proposition 7.6 does not apply in general. Consider the real reflection group $D_n \subset B_n$ which is generated by all permutations and those maps that switch an even number of signs. Then the $B_n$-irreducible representation of type $(\lambda, \mu)$ and
Thus, no polynomial in the \( x \)-orbit of \((x_3^2-x_4^2)x_3x_4\) divides the polynomial \((x_1^2-x_2^2)x_3x_4\) although
\[
\langle \sp{T,S} : \sh{T,S} = ((2),(1,1)) \rangle \simeq D_n \langle \sp{T,S} : \sh{T,S} = ((1,1),(2)) \rangle \K.
\]
The \( D_n \)-irreducible representation of type \(((2),(1,1))\) occurs for the first time in \( \K[x_1,\ldots,x_4]/\langle 4 \rangle \), but with multiplicity 2.

Combining Corollary 7.3 with Proposition 7.6 we obtain the following:

**Theorem 7.8.** Let \( I \subset \K[x_1,\ldots,x_n] \) be a \( B_n \)-invariant ideal satisfying the conditions of Corollary 7.3 and let \((\lambda,\mu) = \Gamma^*(m)\). Consider the the associated coordinate ring
\[
R_I = \K[x_1,\ldots,x_n]/I.
\]
Then, viewed as a \( \K[B_n] \)-module, \( R_I \) does not contain any irreducible \( \K[B_n] \)-submodule which is isomorphic to \( W_{\lambda,\mu} \). Moreover, consider
\[
\tilde{I} = I \cap \K[x_1,\ldots,x_n]B_n, \quad \text{and} \quad \tilde{R}_I = \K[x_1,\ldots,x_n]B_n/\tilde{I}
\]
the corresponding quotient. Then, \( \tilde{R}_I \) is a finite \( \tilde{R}_I \) module of rank bounded by
\[
\sum_{(\theta,\omega) \notin (\lambda,\mu)} s_{\theta,\omega}^2.
\]

*Proof.* By Theorem 7.5 (3) we have that \( \K[x_1,\ldots,x_n] \) is a free \( \K[x_1,\ldots,x_n]B_n \)-module, i.e. it is possible to find a basis \( \mathcal{B} = \{b_1,\ldots,b_m\} \), with \( m = |B_n| = 2^n \cdot n! \), such that every \( f \in \K[x_1,\ldots,x_n] \) can be uniquely represented with respect to \( \mathcal{B} \) by coefficients in \( \K[x_1,\ldots,x_n]B_n \). Now it follows directly that for any basis \( \mathcal{B} \) we obtain a generating set for \( R_I \) over \( \tilde{R}_I \) by the elements \( \phi_I(b_i) \in \tilde{R}_I \), where \( \phi_I \) denotes the canonical homomorphism. Thus, \( R_I \) is a finite module over \( \tilde{R}_I \) - not necessarily free. To establish the announced statements, we first remark that we can assume that \( \mathcal{B} \) respects the decomposition in (5), i.e. that \( \mathcal{B} \) can be partitioned in such a way that for every \((\theta,\omega) \in \BP \), there exists a unique subset \( \mathcal{B}_{(\theta,\omega)} \subset \mathcal{B} \) consisting of \( s_{\theta,\omega}^2 \) many elements which generate the free module \( \K[x_1,\ldots,x_n]_{(\theta,\omega)} \). Indeed, for example the so-called higher Specht polynomials explicitly constructed in [22] constitute such a basis. Since Proposition 7.6 and Corollary 7.3 yield that \( \K[x_1,\ldots,x_n]_{(\theta,\omega)} \subseteq I_{(\theta,\omega)} \subseteq I \) for all bipartitions bidominated by \((\lambda,\mu)\) we immediately see that \( \phi_I(B_{(\theta,\omega)}) = \{0\} \) for all such bipartitions. Therefore, already the set
\[
\phi_I \left( \bigcup_{(\theta,\omega) \in (\lambda,\mu)} B_{(\theta,\omega)} \right)
\]
generates \( \tilde{R}_I \), which directly yields the announced bound on the rank. Furthermore, since the action on \( R/I \) is trivial we can conclude that the only irreducible representations which appear in \( R/I \) are the ones stemming from this basis and the associated list of partitions, i.e. \( R_I \) does not contain any irreducible \( \K[B_n] \)-submodule which is isomorphic to \( W_{\theta,\omega} \), for bipartitions \((\theta,\omega) \) which are bidominated by \((\lambda,\mu)\). This completes the proof.

\[\square\]

8. Conclusion and open questions

We initiated in this article the investigation of a class of polynomial ideals which are naturally linked to the action of a group on a polynomial ring. Our results provide an analogue of the relation of the combinatorics of integer partitions and \( S_n \)-Specht ideals to bipartitions and \( B_n \)-Specht ideals. The present work shows that it is indeed possible to derive an analogous connection between combinatorics and algebra for the
case of the hyperoctahedral group as was observed in the case of the symmetric group. Both groups are finite reflection groups, and they thus share important similarities from a viewpoint of invariant theory and representation theory. Our results here lead to the natural question, if similar relations between integer (bi)-partitions and ideals can be derived for other (pseudo)-reflection groups. Indeed, in [22] a similar basis of the coinvariant algebra is provided for complex reflection groups of type $G(r,p,n)$, where $r,p,n \in \mathbb{Z}_{\geq 1}$ and $p \mid n$. We recover $G(1,1,n) \simeq S_n$, $G(2,1,n) \simeq B_n$, and $G(2,2,n) \simeq D_n$. It seems plausible to envision similar results to the ones presented here in these cases as well. More precisely, that there is a partial order on $r$-multipartitions, which are linked to the irreducible representations of the complex reflection group $G(r,1,n)$, which transfers to the inclusion of the $G(r,1,n)$-Specht ideals and their corresponding varieties. Furthermore, it remains to investigate if the $B_n$-Specht ideals also have similarly nice algebraic properties as their $S_n$ counterparts. Indeed, it is known that the $S_n$-Specht ideals are radical (see [25, Theorem 1.1] and [33, Proposition 4]). Both proofs rely on the understanding of the $S_n$-Specht varieties in terms of orbit sets, i.e. Theorem 6.6, and crucially depend on the property that any $S_n$-orbit set is non-empty which is not true for $B_n$-Specht varieties. Nevertheless, computational evidence for small number of variables motivates the conjecture, similar to the $S_n$ situation ([21, 33, 25, 27]).

**Conjecture 8.1.** The $B_n$-Specht ideals are radical. Moreover, for a bipartition $(\lambda,\mu) \in \text{BP}_n$ the $B_n$-Specht polynomials

$$\{ \text{sp}_{(T,S)} : (T,S) \text{ is a bitableau of shape } \theta,\omega \subseteq (\lambda,\mu) \}$$

form a universal Gröbner basis of $I_{(\lambda,\mu)}$.

Finally, Yanagawa [35] classified the partitions for which the associated $S_n$-Specht ideals are Cohen-Macaulay and it would be interesting to derive a similar characterization of bipartitions $(\lambda,\mu)$ for which the corresponding $B_n$-Specht ideals have this property.
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