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Reconnectads

Vladimir Dotsenko, Adam Keilthy & Denis Lyskov

Abstract We introduce a new operad-like structure that we call a reconnectad; the “input” of
an element of a reconnectad is a finite simple graph, rather than a finite set, and “compositions”
of elements are performed according to the notion of the reconnected complement of a subgraph.
The prototypical example of a reconnectad is given by the collection of toric varieties of graph
associahedra of Carr and Devadoss, with the structure operations given by inclusions of orbits
closures. We develop the general theory of reconnectads, and use it to study the “wonderful
reconnectad” assembled from homology groups of complex toric varieties of graph associahedra.

1. Introduction
In this paper, we define and study a new algebraic structure for which we propose
the term reconnectad(1). It captures a certain self-similarity of stratifications of toric
varieties whose dual polytopes are the so called graph associahedra, originally defined
by Carr and Devadoss in [10]. Their original goal was to find convex polytopes that
would give tilings of Coxeter complexes of general Coxeter groups in the same way
the associahedra of Stasheff give tilings of the Deligne–Mumford compactifications
M0,n(R) of the moduli space of real projective lines with marked points. The
answer found in [10], originating in the theory of wonderful models for subspace
arrangements due to De Concini and Procesi [14], turned out to be quite remarkable.
Particular cases of that construction lead to well known families of polytopes: the
associahedra [51, 52], the cyclohedra [6], and the permutahedra [7], and the general
notion of a graph associahedron has been studied in a wide range of contexts,
including algebraic combinatorics, complex algebraic geometry, polyhedral geometry,
theoretical computer science, toric topology etc. See, for example, a highly non-
exhaustive list of references [1, 11, 16, 26, 57]. To mention two remarkable concrete
examples of applications, face posets of certain graph associahedra are responsible
for the “correct” combinatorics behind the algebraic structures arising in Floer
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homology [5, 43], and the intersection theory on complex toric varieties of stellahedra
is shown to be invaluable for studying combinatorial invariants of matroids, see [8, 23].

Specifically for the associahedra themselves, the corresponding complex toric
varieties were studied in [21] where the natural nonsymmetric operad structure on
the homology of those varieties was studied; it was found that many properties of that
nonsymmetric operad ncHyperCom are remarkably similar to the known properties of
the symmetric operad HyperCom obtained as the homology of the operad of complex
Deligne-Mumford compactifications M0,n(C), controlling what is known as the tree
level part of a cohomological field theory [41]. One important deficiency, however,
is that the operad ncHyperCom is not cyclic, meaning that there is no meaningful
notion of a compatible scalar product on an algebra over that operad. To deal with
this problem, the second author of this paper proposed to view the operadic structure
on toric varieties of associahedra in a wider context. This paper is the first step of
this bigger programme: we exhibit a way to organise toric varieties of all possible
graph associahedra in a remarkable operad-like structure. Classically, components
of operads are indexed by finite sets in a functorial way, so that automorphisms of
finite sets acts on components. In the situation that we consider, components are
indexed by simple connected graphs in a functorial way, and structure operations
arise from inclusions of orbit closures of the tori; those orbit closures are products of
toric varieties of smaller graph associahedra which is the self-similarity we referred
to above. The combinatorics of orbit closures is closely related to the notion of the
reconnected complement of a subgraph in a graph, hence the terminology that we
propose.

The motivation of De Concini and Procesi was to construct a compactification of
the complement of the given subspace arrangement by gluing in a normal crossing
divisor. In our case, the hyperplane arrangement in question is the arrangement of
coordinate hyperplanes, and hence we already are dealing with the complement of
a divisor with normal crossings. However, something bizarrely remarkable happens:
even in this extremely simple situation, there are other nontrivial choices of compact-
ifications that turn out to be notable algebraic varieties. To give a simple example, if
one chooses the maximal building set and blows up all possible intersections, in other
words, if one considers the case of the complete graph, the resulting varieties, first
studied by Procesi [48], are found in the work Losev and Manin [38]; they encode
a certain version of the notion of a cohomological field theory [39, 50], and which
were recently shown in [20] to play the role analogous to that played by the spaces
M0,n+1(C) in an analogue of the BV formalism arising in topological quantum
mechanics [40]. The operad-like structure on these varieties is very close to that of
that describing permutads of Loday and Ronco [36], though without a total ordering
of the underlying set.

A closely related though different operad-like structure in the context of graph
associahedra was recently defined by Forcey and Ronco in [27] using the formalism
of operadic categories of Batanin and Markl [2]. Our approach is different in several
ways. First, the formalism of [27] imposes a total ordering of the set of vertices
and thus is closer to “shuffle reconnectads”; second, our approach allows us to view
reconnectads as monoids in a certain monoidal category, similarly to how it can be
done for operads. The advantage of such approach is that there is a very powerful
existing range of ideas and methods available, and we are able to use those ideas and
methods in a very meaningful way. If one wishes to place our approach under the
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umbrella of a general formalism for studying generalisations of operads, Feynman
categories of Kaufmann and Ward [34] furnish an example of such a formalism;
however, for us, several other more concrete approaches turn out to be available.

It is worth mentioning that our work may be viewed as a shadow of a much more
general theory developed by Coron [12] for the full generality of geometric lattices
and their building sets. However, since unlike the op. cit., our focus is on a very
particular case (of Boolean lattices and their graphical building sets), a lot of general
statements become much more concrete, some generally very complicated objects
become much simpler, and, as a result, some elegant combinatorial patterns shine
through. We hope that our work will help in further understanding of the Feynman
category of built lattices of [12], and in placing constructions from toric geometry
like the Bergman fan of a matroid [24] in the categorical context.

An intriguing question that is for the moment left outside the scope of this paper
is to give a generalisation of the Batalin-Vilkovisky operad BV in the context of
reconnectads, and to compute its homotopy quotient by the circle action, at least
on the algebraic level, generalising some of the results of [20]. This task that is not
obvious for a number of reasons. First, it is absolutely crucial for reconnectads to
have no nontrivial elements associated to the empty graph, which is where the BV
operator would be expected to appear. Second, for the triangle graph there are two
contradicting wishes of what the corresponding component of the BV reconnectad
should be: viewing the triangle as a cycle relates it to path graphs and the ncBV
operad of [21], while viewing it as a complete graph relates it to the tBV twisted
associative algebra of [20], and reconciling those two relationships is not an easy task.
We hope to address this question elsewhere.

The paper is organised as follows. In Section 2, we recall some necessary back-
ground information. In Section 3, we present three equivalent constructions of toric
varieties of graph associahedra, including an interpretation as a “graphical Grass-
mannian” which allows us to give a new explicit description of the stratification by
toric orbits (Theorem 3.4). In Section 4, we give several equivalent definitions of
a reconnectad, identify two known particular cases, and define the “commutative
reconnectad”. In Section 5, we develop a wide range of methods for studying algebraic
reconnectads (reconnectads whose components are vector spaces). Finally, in Section
6, we define the gravity reconnectad and determine its presentation by generators
and relations (Theorem 6.4), obtain a presentation by generators and relations of the
“wonderful reconnectad” formed by the collection of homologies of all complex toric
varieties of graph associahedra (Theorem 6.7), and give an algebraic and a geometric
proof of Koszul duality between these reconnectads and of the Koszul property of
both of them. Geometrically, the reconnectadic Koszul duality is implemented by the
compactifications to open orbits of the torus action on these varieties (Proposition
6.9); this is analogous to the celebrated result of Getzler [31].

2. Background, notations, and recollections
By C we denote a category that has all coproducts (which we denote ⊕) and an initial
object (which we denote by 0), and is equipped with a symmetric monoidal structure
(for which we denote the monoidal product by ⊗ and the unit object by 1C) that
distributes over coproducts. In most applications, C will be either the category of
“spaces” (topological spaces, projective varieties, etc) or the category of “modules”
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(vector spaces, chain complexes, etc). For a finite set I and a family of objects {Vi}i∈I

of C, the unordered monoidal product of these objects is defined by⊗
i∈I

Vi :=
( ⊕

(i1,...,in) a total order on I

Vi1 ⊗ · · · ⊗ Vin

)
Aut(I)

.

In cases where we work with “modules”, we assume that all of them are defined over
a field k of zero characteristic. All chain complexes are graded homologically, with
the differential of degree −1. To handle suspensions of chain complexes, we introduce
a formal symbol s of degree 1, and define, for a graded vector space V , its suspension
sV as ks⊗ V .

2.1. Toric varieties. Let us give a short summary of basics of toric varieties, re-
ferring the reader to [13, 28] for more details.

We denote by Gm the algebraic group Spec
(
k[x, x−1]

)
, i.e. the multiplicative group

k×. An algebraic torus is a product of several copies of Gm. A toric variety is a normal
algebraic variety X that contains a dense open subset U isomorphic to an algebraic
torus, for which the natural torus action on U extends to an action on X.

Toric varieties may be constructed from the combinatorial data of a lattice (free
finitely generated Abelian group) N and a fan (collection of strongly convex rational
polyhedral cones closed under taking intersections and faces) Σ in N ⊗ZR. Each cone
in a fan gives rise to an affine variety, the affine spectrum of the semigroup algebra of
the dual cone. Gluing these affine varieties together according to face maps of cones
gives an algebraic variety denoted X(Σ) and called the toric variety associated to the
fan Σ.

It is known that a toric variety X(Σ) is projective if and only if Σ is a normal fan
of a convex polytope P, uniquely determined from Σ up to normal equivalence. In
such situation, we also use the notation X(P) instead of X(Σ). The variety X(P) is
smooth if and only if P is a Delzant polytope, that is a polytope for which the slopes
of the edges adjacent to each given vertex form a basis of the lattice N .

For a complex toric variety XC(P) corresponding to an n-dimensional Delzant
polytope P, the Betti numbers of XC(P) are given by the coefficients hi of the h-
polynomial of P

n∑
i=0

hit
i =

n∑
i=0

fi(t− 1)i,

where fi denotes the number of faces of P of dimension i.

2.2. Wonderful compactifications of subspace arrangements. We also give
a short summary of basics of (projective) wonderful compactifications of subspace
arrangements in the particular case of the the coordinate subspace arrangements,
referring the reader to [14, 25, 49] for details as well as for the general theory.

Let I be a finite set. We shall consider the vector space kI , and the collection of
coordinate subspaces CT := {xt = 0: t ∈ T} in that vector space. The Boolean lattice
2I of all subsets of I ordered by inclusion can be identified with the poset of all sums
of the subspaces CT , ordered by reverse inclusion.

A building set of 2I is a collection G of subsets of 2I ∖ {∅} such that for each
x ∈ 2I the natural map ∏

g∈max(G∩[∅,x])

[∅, g] → [∅, x]

sending a tuple of elements to their union is an isomorphism of posets. This definition
is valid in full generality of atomic lattices [25], and in the case of 2I is equivalent to
containing all singletons {i} and containing, together with any two elements x, y ∈ 2I
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with x ∩ y ̸= ∅, their union x ∪ y. We shall only consider building sets that contain
the whole set I.

Since every building set contains all singletons, for each building set G, the com-
plement in kI of the union of the subspaces CT for T ∈ G is the algebraic torus GI

m.
Since GI

m = (k×)I , we have the maps

GI
m/Gm → P(kI/(kT )⊥)

for all T ∈ G, and therefore a map

(1) GI
m/Gm → P(kI) ×

∏
T ∈G

P(CT ).

The projective wonderful compactification Y G of GI
m/Gm is the closure of the image

of GI
m/Gm under the map (1). It is known that for every building set G, Y G is a

smooth projective irreducible variety. The natural projection map π : Y G → P(kI) is
surjective, and restricts to an isomorphism on GI

m/Gm. Additionally, the complement
Y G ∖ (GI

m/Gm) is a divisor with normal crossings. Its irreducible components DT are
in one-to-one correspondence with elements T ∈ G∖ {I}, and we have

π−1(P(CT )) =
⋃

T⩽T ′
DT ′ .

Intersections of the divisors DT may be described combinatorially using the notion
of a nested set. For a fixed building set G, a subset τ of G is said to be nested if
for any elements T1, T2, . . . , Tk ∈ τ which are pairwise incomparable (as subsets of I,
that is by inclusion), we have T1 ∪ T2 ∪ · · · ∪ Tk /∈ G. It is known that for τ ⊂ G, the
intersection Dτ =

⋂
T ∈τ DT is non-empty if and only if τ is nested.

The collection of all nested sets forms a simplicial complex Ñ(I,G) with the set
of vertices G. Topologically, Ñ(I,G) is a cone with apex {I}, and the link of {I}
is denoted N(I,G) and called the nested set complex with respect to G. A closely
related notion is the augmented nested set complex obtained by adding to N(I,G)
one −1-simplex ∅. For our purposes, it will be convenient to realize the augmented
nested set complex as the set N+(I,G) of all nested sets containing I as an element;
removing I from such a nested set gives a bijection with the augmented nested set
complex as described above.

Example 2.1. Let G be the maximal building set of 2{1,2}, that is,

G = {{1}, {2}, {1, 2}}.

Then
N({1, 2}, G) = {{{1}}, {{2}}, {{1}, {2}},

while

N+({1, 2}, G) = {{{1, 2}}, {{1}, {1, 2}}, {{2}, {1, 2}}, {{1}, {2}, {1, 2}}}

Let us recall a useful way to visualise elements of N+(I,G) using labelled rooted
trees going back to [24, 47].

Definition 2.2. Suppose that τ ∈ N+(I,G). We associate to τ a rooted tree Tτ

whose vertices have additional labels by disjoint subsets of I. The rooted tree structure
is defined as follows. We take τ as the set of vertices, and say that a vertex T is a
parent of another vertex T ′ if in the restriction of the order of 2I to τ the element T
covers the element T ′. To define extra labels, we associate to each vertex T the subset

λ(T ) := T ∖
⋃

T ′∈τ,T ′⊂T

T ′.
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Figure 1. Rooted tree associated to a nested set

τ = {{1}, {3, 4}, {1, 2, 3, 4}} ⇔ Tτ =
{2}

{1} {3, 4}

Example 2.3. Let G be the maximal building set of 2{1,2,3,4}. In Figure 1, we give
an example of the labelled rooted tree Tτ corresponding to the element

τ = {{1}, {3, 4}, {1, 2, 3, 4}}

of N+(I,G). For example, the root vertex of the tree corresponds to {1, 2, 3, 4} ∈ τ ,
and the label of that vertex is {2} = {1, 2, 3, 4} ∖ ({1} ∪ {3, 4}). (We always depict
rooted trees in the way that the root is at the bottom.)

2.3. Graphs. By a graph we shall mean what is usually referred to as a finite simple
graph. In other words, the datum of a graph is a pair Γ = (VΓ, EΓ), where VΓ is a
(possibly empty) finite set of vertices and EΓ ⊂ V 2

Γ is a symmetric irreflexive relation
on VΓ (two vertices v1, v2 such that (v1, v2) ∈ EΓ are said to be connected by an edge).
We shall frequently use the following particular examples of graphs:

• the empty graph (∅,∅), which we denote simply by ∅,
• the complete graph Kn on the vertex set {1, . . . , n}, whose edges are all pos-

sible pairs (i, j) with i ̸= j,
• the stellar graph Sn on the vertex set {0, . . . , n}, whose edges are all possible

pairs (0, i) with 1 ⩽ i ⩽ n,
• the path graph Pn on the vertex set {1, . . . , n}, whose edges are all possible

pairs (i, i+ 1) with 1 ⩽ i ⩽ n− 1,
• the cycle graph Cn on the vertex set Z/nZ, whose edges are all possible pairs

(i, i+ 1) with i ∈ Z/nZ.
The disjoint union of two graphs is defined by the formula

Γ ⊔ Γ′ = (VΓ ⊔ VΓ′ , EΓ ⊔ EΓ′).

We shall denote by CΓ ⊂ VΓ × VΓ the minimal equivalence relation containing EΓ. If
every two vertices of Γ belong to the same equivalence class of CΓ, we say that our
graph Γ is connected, otherwise, Γ coincides with the disjoint union of its connected
components Conn(Γ):

Γ =
⊔

Γ′∈Conn(Γ)

Γ′.

Recall that for a subset V of VΓ, the corresponding induced subgraph is the graph ΓV

whose vertex set is V and whose edges are precisely the edges that exist in Γ.

3. Graphical varieties
In this section, we shall discuss a remarkable collection of algebraic varieties asso-
ciated to graphs. It relies on a beautiful combinatorial construction that emerged
independently in [10, 47, 53, 57].
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3.1. Graph associahedra, graphical building sets, graphical nested sets.
Let Γ be a graph. We define graphical building set GΓ of the Boolean lattice 2VΓ as
the set of all subsets V ⊆ VΓ for which the induced graph ΓV is connected (in the
context of graph associahedra such subsets are often referred to as the tubes of Γ,
following [10]).

The graph associahedron PΓ is the convex polyhedron obtained as follows. Take a
simplex with the vertex set VΓ, and index each of its faces by the vertices it misses.
Then truncate the faces corresponding to elements of GΓ, in the increasing order of
dimension. It follows from [10, Th. 2.6] that the combinatorial type of PΓ does not
depend on the way in which the partial order by dimension is refined to a total order.
As an example, suppose that Γ is the path graph P3. Then the vertices of the simplex
are the two-dimensional subsets {1, 2}, {1, 3}, and {2, 3}, of which {1, 3} /∈ GΓ. Thus,
we should truncate two vertices of the triangle, obtaining the pentagon, which is the
classical Stasheff associahedron K2.

For the two connected graphs on three vertices, the corresponding polyhedra (in
this case, polygons) are displayed in Figure 2.

Figure 2. Graph associahedra for the path P3 and the cycle C3

In the context of graph associahedra, one often uses the combinatorics of “tubings”;
however, the precise definition of that notion varies throughout the literature, for
instance the tubings of [10] are elements of the nested set complex N(VΓ, GΓ), while
tubings of [27] are elements of the realisation N+(VΓ, GΓ) of the augmented nested
set complex. Both notions arise naturally in different aspects of the story; to simplify
the notation, we denote N(VΓ, GΓ) by N(Γ) and N+(VΓ, GΓ) by N+(Γ). It follows
easily from the definition that both N(Γ) and N+(Γ) consist of sets {T1, . . . , Tr} of
subsets of VΓ for which each graph ΓTi

is connected and for all i ̸= j either one of the
subsets Ti and Tj is a subset of the other or ΓTi∪Tj = ΓTi ⊔ ΓTj ; the only difference
is that in the case of N(Γ) we require that all Ti are proper subsets of VΓ, and in
the case of N+(Γ) one of them must be equal to VΓ. Two examples of nested sets in
N+(Γ) for two different graphs Γ are displayed in Figure 3.

It is also prudent to note that in [56] the notion of a “nesting” of a graph are
used, where edges rather than vertices are in the spotlight; in our terminology, those
correspond to the nested sets of the derived graph [3].

3.2. Toric varieties of graph associahedra and wonderful compactifica-
tions. In the context of toric geometry, each truncation of a face of a polytope P
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Figure 3. Examples of nested sets in N+(Γ)

corresponds to a certain blow up of the toric variety X(P). In our case, the sim-
plex with the vertex set VΓ corresponds to the projective space P(kVΓ), and the toric
variety X(PΓ) can be obtained from the latter by iterated blow ups centered at co-
ordinate subspaces P(UT ) corresponding to elements of GΓ, in the increasing order of
dimension.

Proposition 3.1. For the graphical building set GΓ of the Boolean lattice 2VΓ , the
corresponding projective wonderful compactification Y GΓ of GVΓ

m /Gm is naturally iso-
morphic to the toric variety X(PΓ).

Proof. Recall that Y GΓ is the closure of the image of the map

GVΓ
m /Gm → P(kVΓ) ×

∏
T ∈GΓ

P(CT ).

The codomain of this map has the obvious action of GVΓ
m /Gm, and the map is equi-

variant, so the algebraic torus acts on Y GΓ with an open orbit, therefore the variety
Y GΓ is toric. Moreover, the projection from Y GΓ on each individual factor P(kVΓ/g⊥)
is surjective, and hence by [29, Prop. 8.1.4], the polytope corresponding to the toric
variety Y GΓ is the Minkowski sum of simplices corresponding to elements of GΓ. The
same is known [47] for each graph associahedron PΓ. □

3.3. Graphical Grassmannians. Let us give an equivalent description of the toric
variety X(PΓ) as the parameter space of certain collections of subspaces in a vector
space; for that reason, we shall call that parameter space a “graphical Grassmannian”.
This notion is very close to that of a type A brick manifold [21, 22] in the case where
Γ is a path graph, and so we shall use the symbol B to emphasize that relationship.

Definition 3.2. Let Γ be a graph. The graphical Grassmannian B(Γ) parametrises
collections {HT }T ∈GΓ of subspaces of kVΓ satisfying the following properties:

• HT ⊂ kT ⊂ kVΓ ,
• dimHT = |T | − 1,
• if T ⊂ T ′, then HT ⊂ HT ′ .

Proposition 3.3. The graphical Grassmannian B(Γ) is naturally isomorphic to the
toric variety X(PΓ).

Proof. In view of Proposition 3.1, it is enough to identify B(Γ) with the projective
wonderful compactification Y GΓ of GVΓ

m . We shall see that this is a simple consequence
of projective duality, exactly as in [21, Th. 5.2.1]. The variety Y GΓ is the closure of
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the image of the map

GVΓ
m /Gm → P(kVΓ) ×

∏
T ∈GΓ

P(CT ).

Using the canonical basis of kVΓ , we may identify the linear dual (kVΓ)∗ with kVΓ .
Under this identification, a point of P(CT ) is identified with a hyperplane in kT , so
a point in

∏
T ∈GΓ

P(CT ) gives rise to a collection of subspaces {HT }T ∈GΓ satisfying
the first two conditions. Moreover, the third condition is also satisfied because of the
compatibility of the canonical basis of kVΓ with the canonical bases of all kT . The pro-
cedure we described is clearly invertible: to each point of the graphical Grassmannian,
we may associate a point in

∏
T ∈GΓ

P(CT ). Moreover, if point of kVΓ associated to
HVΓ is in the complement of the coordinate hyperplanes, all other subspaces HV are
reconstructed uniquely as HVΓ ∩kV , so the open piece of the graphical Grassmannian
maps isomorphically to the open piece of Y GΓ , and hence the image of the inverse
map is precisely Y GΓ . □

The torus action is completely transparent in this equivalent description of our
varieties. Indeed, the torus (Gm)VΓ acts on kVΓ by diagonal matrices, and this action
leads to the action on the collections {HT }T ∈GΓ in the obvious way. Clearly, the
diagonally embedded torus Gm ⊂ (Gm)VΓ acts trivially, so we have the action of the
quotient torus (Gm)VΓ/Gm.

3.4. Torus orbits. From the point of view of toric geometry, the varieties X(PΓ)
have natural stratifications where the open boundary strata are toric orbits with
stabilizers given by the tori corresponding to faces of PΓ. From the point of view of
wonderful compactifications, the varieties Y GΓ have natural stratifications where the
closed boundary strata are intersections Dτ of the divisors DT for all nested sets τ .
Our previous comparisons of these two approaches show that the two stratifications
are equivalent. We shall now give a direct description of the open strata in the language
of graphical Grassmannians, generalising the stratification of brick manifolds given in
[21, Def.5.1.4]; since we do not restrict ourselves to the boundary, it is more natural
to use the augmented nested set complex N+(Γ) to index the strata.

Suppose that τ ∈ N+(Γ). We define a variety B(Γ, τ) as the set of collections
{HT }T ∈GΓ ∈ B(Γ) satisfying two conditions, both expressed in terms of the tree Tτ

and the labels λ(T ) of its vertices introduced in Definition 2.2:
• For each T ∈ τ with the parent T ′ in Tτ and for each v ∈ λ(T ′) such that
T ∪ {v} ∈ GΓ, we have

HT ∪{v} = kT .

• For each T ∈ τ and each v1 ̸= v2 ∈ λ(T ), if for some T ′ ⊂ T ∖ {v1, v2} we
have

T ′ ∈ τ ∪ {∅} and T ′ ∪ {v1} ∪ {v2} ∈ GΓ,

then the subspace HT ∪{v1}∪{v2} is different from kT ∪{v1} and from kT ∪{v2}.
Note that the first condition is a “boundary” condition and that the second one is an
“open” condition.

As a sanity check, let us consider τ = {VΓ}. In this case, the first condition is
empty, and the second condition, once restricted to edges, is easily seen to describe
precisely the open piece discussed above (HVΓ is in the complement of all coordinate
hyperplanes), as expected.

Theorem 3.4. The subsets B(Γ, τ) for τ ∈ N+(Γ) describe the stratification of B(Γ)
by torus orbits.
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Proof. Let us first show that
B(Γ) =

⋃
τ∈N+(Γ)

B(Γ, τ).

Given a collection of subspaces parametrised by B(Γ), let consider all T ∈ GΓ which
satisfy HT = kT ′ for some T ′ ⊂ T and which are maximal such, that is, there does
not exist T ⊂ S ∈ GΓ such that HS = kS′ with T ̸⊂ S′.

We claim we must have HS = kT ′ for all S ∈ GΓ with S = T ′ ∪ {vS} for some
vS ∈ VΓ. Otherwise, let us take such S and consider HT ∪S . Since HS ̸= HT , we
must have HT ∪S = HS +HT = kT ′ + kwS , where wS ∈ kT ′ ⊕ kevS

. But this implies
VT ∪S = kT ′ ⊕ kevS

= kS , contradicting the maximality of T .
Running through all such HT , we obtain a collection

τ̃ := {T ′ : HT = kT ′
for some maximal T}.

We claim that τ̃ ∈ N(Γ), so τ := τ̃⊔{VΓ} ∈ N+(Γ). Suppose that there exist T1, T2 ∈ τ̃
that are incomparable and satisfy ΓT1∪T2 ̸= ΓT1 ⊔ΓT2 . Then HT1∪T2 contains kT1 and
kT2 . But

dim(kT1 + kT2) = |T1| + |T2| − |T1 ∩ T2|
while

dimHT1∪T2 = |T1| + |T2| − |T1 ∩ T2| − 1,
so we have a contradiction, and therefore τ :=: τ̃ ⊔ {VΓ} ∈ N+(Γ). The collection of
subspaces {HT } clearly satisfies the first condition defining B(Γ, τ). If it fails to satisfy
the second condition, then one can find T ∈ τ , v1 ̸= v2 ∈ λ(T ), and T ′ ⊂ T ∖ {v1, v2}
with

T ′ ∈ τ ∪ {∅} and T ′ ∪ {v1} ∪ {v2} ∈ GΓ,

so that HT ∪{v1}∪{v2} coincides with kT ∪{v1}. In that case, we can find a maximal
such T , in the sense of the previous paragraph, which would imply that we have
T ∪ {v1} ∈ τ , which is a contradiction, since in this case v1 /∈ λ(T ).

We next show that the subsets B(Γ, τ) for various τ ∈ N+(Γ) are disjoint, so that

B(Γ) =
⊔

τ∈N+(Γ)

B(Γ, τ).

Suppose we have a collection {HT } contained in B(Γ, τ1) ∩ B(Γ, τ2). The argument
will depend on whether τ1 ∪ τ2 ∈ N+(Γ).

If τ1 ∪ τ2 /∈ N+(Γ), there exist T1 ∈ τ1 and T2 ∈ τ2 that are incomparable and
ΓT1 ⊔ ΓT2 ̸= ΓT1∪T2 . In this case, there are vertices {v1, v2} such that v1 ∈ T1 ∖ T2,
v2 ∈ T2 ∖ T1, and T1 ∪ {v2} ∈ GΓ, T2 ∪ {v1} ∈ GΓ. The first condition for B(Γ, τ1)
implies that HT1∪{v2} = kT1 . Note that the first condition defining the subset B(Γ, τ)
also forces HT ′ = kT ′∖{v} for all T ′ ∈ GΓ such that v ⊂ T ′ ⊂ T ∪ {v}. Therefore,
H(T1∩T2)∪{v1}∪{v2} = k(G1∩G2)∪{v1}). Similarly, HT2∪{v1} = kT2 , and so

H(T1∩T2)∪{v1}∪{v2} = k(T1∩T2)∪{v2}),

which is a contradiction.
Suppose that τ1 ∪τ2 ∈ N+(Γ). Let T ∈ GΓ belong to τ1 ∖τ2. Because of the nested

set condition for τ1 ∪ τ2, there exists at least one vertex v for which T ∪ {v} ∈ GΓ and
the set T ∪ {v} is disjoint from every set of τ2 that does not contain T as a subset.
Thus, the first condition for B(Γ, τ2) implies that HT ∪{v} = kT , which means that
T ∈ τ2, a contradiction.

Finally, we note that the first condition defining the subset B(Γ, τ) implies that,
once the second condition is applicable, the subspace HT ∪{v1}∪{v2} different from
kT ∪{v1} and from kT ∪{v2} always contains kT , which gives a Gm of choices for such
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subspace. This easily implies that the subsets B(Γ, τ) are toric orbits. In fact, exam-
ining the second condition defining the subset B(Γ, τ), it is immediate to describe the
stabiliser:

Stab(B(Γ, τ)) =
(∏

T ∈τ

Gm

)
/Gm ⊂

(∏
T ∈τ

Gλ(T )
m

)
/Gm

∼= (Gm)VΓ/Gm,

where the product is over all the diagonal inclusions Gm ⊂ Gλ(T )
m . □

It follows from either of the descriptions of our varieties that the closure of each
stratum is isomorphic to a product of graphical varieties for smaller graphs, and so
inclusions of closed strata provide the collection of all graphical varieties with an
operad-like structure. The notion that is instrumental for describing this structure is
that of a reconnected complement of a subgraph, which we shall now recall.

Definition 3.5 (reconnected complement). Let V ∈ 2VΓ . The reconnected comple-
ment of V in Γ, denoted Γ∗

V , is the graph obtained from Γ by deleting some vertices
and adding some new edges as follows. Its vertex set is VΓ ∖V , and its edge set is the
union of the set of edges connecting vertices from VΓ ∖V in Γ and the set of all pairs
(v1, v2) ∈ (VΓ ∖ V )2 such that v1 ̸= v2 and there is a path in Γ that connects v1 to v2
and only uses vertices of V along the way.

Figure 4. Examples of reconnected complements

In the context of graph associahedra, Devadoss and Carr [10] proved in [10, Th. 2.9]
that facets of PΓ are in one-to-one correspondence with elements of GΓ and that the
facet corresponding to VΓ ̸= T ∈ GΓ is combinatorially equivalent to the product
PΓ∗

T × PΓT . In the language of graphical Grassmannian, this corresponds to the fol-
lowing picture. Among the toric orbits we described above, the orbits of codimension
one are the orbits B(Γ, τ) where τ = {T, VΓ} for some VΓ ̸= T ∈ GΓ, and we expect
that for such τ we have

B(Γ, τ) ∼= B(Γ∗
T ) × B(ΓT ).

Let us construct a map

ψΓ,T : B(Γ∗
T ) × B(ΓT ) → B(Γ)

whose image coincides with B(Γ, τ). Suppose that

{H ′
S}S∈GΓ∗

T

∈ B(Γ∗
T ), {H ′′

S}S∈GΓT
∈ B(ΓT ).
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We define the image of this pair as the element {HS}S∈GΓ ∈ B(Γ) defined by the
formula

(2) HS =
{
H ′

S∖T ⊕ kS∩T , if S ̸⊂ T,

H ′′
S , if S ⊂ T.

By a direct inspection, the image of this map is the closed stratum B(Γ, τ). Considering
how smaller closed strata are obtained of iterations of such maps is precisely what
leads one to the definition of a reconnectad in the following section. Let us note that,
though this last remark used the reconnected complement of T ∈ GΓ, the definition
is available for any V ∈ 2VΓ , not necessarily belonging to GΓ, and we shall later use
it in full generality.

Remark 3.6. The combinatorics of reconnected complements was used in the recent
work of Forcey and Ronco [27] to define a strict operadic category in the sense of
Batanin and Markl [2]. The formalism we develop below is very close to that one,
except for two important differences. Firstly, we do not require the set of vertices
of a graph to carry a linear order, and when we impose a linear order to define
the related “shuffle” formalism, this will constrain the existing morphisms. Secondly,
operads for the operadic category of [27] are defined by taking as the starting point
the reconnected complements for T ∈ GΓ, and then building all possible composition
maps as composites of these. Our approach will arrive at these operations from two
other definitions which exhibit clearly defined categorical constructions that are not
apparent at a first glance for the approach of [27].

4. Reconnectads
In this section, we shall define and study a new operad-like structure responsible for
stratifications of graphical varieties by toric orbits. We begin with the definition of
a graphical collection, generalising the notion of a species of structures valued in the
category C, see [4, 33].

Definition 4.1 (graphical collection). The groupoid of connected graphs CGr is the
category whose objects are connected simple graphs and whose morphisms are graph
isomorphisms. A graphical collection with values in C is a functor F : CGr → C
satisfying F(∅) = 1C. All graphical collections with values in C form a category
GrColC, where morphisms are natural transformations.

4.1. The monad of nested sets. Operads can be thought of as algebras over the
monad of trees. We shall now define the monad of nested sets on the category of
graphical collections.

Definition 4.2 (nested set endofunctor). The nested set endofunctor N on the cate-
gory of graphical collections is defined as follows. Let X be a graphical collection. The
graphical collection N (X ) has the components

N (X )(Γ) :=
⊕

τ∈N+(Γ)

⊗
T ∈τ

X ((ΓT )∗
T∖λ(T )).

Note that according to the definition of λ(T ), the set T ∖ λ(T ) in this formula can
be rewritten as

⋃
T ′∈τ,T ′⊂T T

′. It is also useful to note that the set of vertices of the
graph (ΓT )∗

T∖λ(T ) is the non-empty set λ(T ).

Let us explain how to give N a natural structure of a monad. The unit is the
natural inclusion X → N (X ) corresponding to τ = {VΓ}. The natural maps

N (N (X )) → N (X )
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come from the slogan saying that “a nested set of nested sets is a nested set”. More
precisely, suppose that τ ∈ N+(Γ). We would like to define a map⊗

T ∈τ

N (X )((ΓT )∗
T∖λ(T )) → N (X )(Γ).

For that, we note that the left hand side is the sum of tensor products over all
possible nested sets of connected graphs (ΓT )∗

T∖λ(T ) on the vertex sets λ(T ), and to
each such collection of nested sets one can canonically associate a nested set of Γ
by joining together the subsets which violate the condition ΓU∪V = ΓU ⊔ ΓV , thus
obtaining a map of the required form. (In terms of trees Tτ associated to nested sets,
this corresponds to grafting of trees, which can be used to establish the associativity
required by the monad axioms.)

In particular, for every τ = {T, VΓ} with VΓ ̸= T ∈ GΓ, the corresponding tree Tτ

has λ(T ) = T and λ(VΓ) = VΓ ∖ T , and moreover,
(ΓT )∗

∅ = ΓT , (ΓVΓ)∗
VΓ∖(VΓ∖T ) = (Γ)∗

T ,

so we find a summand X (Γ∗
T ) ⊗ X (ΓT ) in N (X ). This observation will shine through

in the following sections; for now we use this particular kind of nested sets in an
example.

Example 4.3. Let us consider the graph Γ depicted in the top left corner of Figure 5.
We choose the subset T = {1, 2, 3} for which the induced graph ΓT is isomorphic
to K3 and the reconnected complement Γ∗

T is isomorphic to P3. For the nested set

1 2

3 6

4

5

1 2

3

4 5 6 Γ∗
T

ΓT

4 5 6

1 2

3

1 2

3 6
4

5

⊗

Γ

Figure 5. Nested sets of nested sets and compositions

τ = {T, VΓ}, there is a term in N (N (X )) corresponding to the tensor product of the
term of N (X )(Γ∗

T ) associated to the nested set {{4}, {6}, {4, 5, 6}} and the term of
N (X )(ΓT ) associated to the nested set {{1, 2}, {1, 2, 3}}. Joining these together gives
us the nested set {{4}, {1, 2}, {1, 2, 3}, {1, 2, 3, 6}, {1, 2, 3, 4, 5, 6}} of Γ depicted in the
bottom right corner of Figure 5.
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Definition 4.4 (reconnectad, monadic definition). A reconnectad is an algebra over
the nested set monad. Concretely, it is a graphical collection F equipped with structure
maps

N (F) → F
compatible with the monad structure on N in the usual sense.

Our definition of a reconnectad leads to an immediate definition of the free recon-
nectad generated by a graphical collection X .

Definition 4.5 (free reconnectad). The free reconnectad generated by a graphical
collection X is the graphical collection N (X ) with the structure maps

N (N (X )) → N (X )

defined above to encode the monad structure.

The following proposition, which will be very useful for us, is straightforward from
the definition.

Proposition 4.6. Suppose that C and C′ are two symmetric monoidal categories sat-
isfying all the assumptions we impose on a symmetric monoidal category, and that
ϕ : C → C′ is a symmetric monoidal functor. Then for each reconnectad F in C, we
obtain a reconnectad ϕ(F) in C′. In particular, for a reconnectad F in topological
spaces, the graphical collection H•(F ,k) is a reconnectad in dgVect.

Our definition of a reconnectad is not very easy to unwrap to handle various par-
ticular cases. We shall now present two equivalent definitions that will allow us to
view reconnectads in a much more concrete way.

4.2. The monoidal category of graphical collections. There is an obvi-
ous symmetric monoidal structure on the category of graphical collections called the
Hadamard product. It is defined by the formula

(F ⊗
H

G)(Γ) := F(Γ) ⊗ G(Γ).

The graphical collection I with I(Γ) = 1C, equipped with the trivial action of the group
Aut(Γ), is the unit of this monoidal structure. For our purposes, another (highly non-
symmetric) monoidal structure on the category of graphical collections will play an
important role. It is defined as follows.

Definition 4.7 (reconnected product). The reconnected product of two graphical
collections F and G is the graphical collection F ◦R G defined by the formula

(F ◦R G)(Γ) :=
⊕

V ⊂VΓ

F(Γ∗
V ) ⊗

⊗
Γ′∈Conn(ΓV )

G(Γ′).

Here, as in Section 2.3, Conn(ΓV ) denotes the set of connected components of the
graph ΓV .

It turns out that the product we defined makes the category of graphical collections
into a monoidal category.

Proposition 4.8. The category GrColC equipped with the reconnected product ◦R is a
monoidal category whose unit is the graphical collection 1 defined by

1(Γ) =
{

1C, if Γ = ∅,
0, otherwise.
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Proof. Let us allow ourselves to evaluate each graphical collection on not necessarily
connected graphs by putting

G(Γ1 ⊔ Γ2) := G(Γ1) ⊗ G(Γ2).

This permits us to write the definition of the reconnected product in a more compact
way

(F ◦R G)(Γ) =
⊕

V ⊂VΓ

F(Γ∗
V ) ⊗ G(ΓV ).

Notice that this convention does not lead to a contradiction when evaluating the
reconnected product on disconnected graphs: we have

(F ◦R G)(Γ1 ⊔ Γ2) = (F ◦R G)(Γ1) ⊗ (F ◦R G)(Γ2)
=

⊕
V1⊂VΓ1

F((Γ1)∗
V1

) ⊗ G((Γ1)V1) ⊗
⊕

V2⊂VΓ2

F((Γ2)∗
V2

) ⊗ G((Γ2)V2),

which, thanks to the symmetry isomorphisms of C, the property G(∅) = 1C, and the
properties

(Γ1 ⊔ Γ2)∗
V = (Γ1)∗

V ∩VΓ1
⊔ (Γ2)∗

V ∩VΓ2
,

(Γ1 ⊔ Γ2)V = (Γ1)V ∩VΓ1
⊔ (Γ2)V ∩VΓ2

,

is isomorphic to ⊕
V ⊂VΓ1⊔Γ2

F((Γ1 ⊔ Γ2)∗
V ) ⊗ G((Γ1 ⊔ Γ2)V ).

Because of that, we have

(F ◦R (G ◦R H))(Γ) =
⊕

V ⊂VΓ

F(Γ∗
V ) ⊗ (G ◦R H)(ΓV )

=
⊕

V ⊂VΓ

F(Γ∗
V ) ⊗

⊕
U⊂V

G((ΓV )∗
U ) ⊗ H((ΓV )U )

and

((F ◦R G) ◦R H)(Γ) =
⊕

U⊂VΓ

(F ◦R G)(Γ∗
U ) ⊗ H(ΓU )

=
⊕

U⊂VΓ

⊕
W ⊂VΓ∖U

F((Γ∗
U )∗

W ) ⊗ G((Γ∗
U )W ) ⊗ H(ΓU ),

which, if we denote V := U ⊔W , becomes⊕
U⊂VΓ

⊕
U⊂V ⊂VΓ

F((Γ∗
U )∗

V ∖U ) ⊗ G((Γ∗
U )V ∖U ) ⊗ H(ΓU ),

and the associativity isomorphism follows from the obvious properties

(Γ∗
U )∗

V ∖U = Γ∗
V , (Γ∗

U )V ∖U = (ΓV )∗
U , (ΓV )U = ΓU

that hold for any U ⊂ V ⊂ VΓ. Moreover, the associativity isomorphisms are immedi-
ately seen to satisfy the axioms of a monoidal category. Finally, we note that we have
Γ∅ = ∅ and Γ∗

∅ = Γ and, dually, we have ΓVΓ = Γ and Γ∗
VΓ

= ∅. This immediately
implies the isomorphisms

F ◦R 1 ∼= 1 ◦R F ∼= F ,
and the necessary compatibility of these isomorphisms with the monoidal structure
is verified by direct inspection. □

This result ensures that the following definition of a reconnectad makes sense; it is
straightforward to see that it is equivalent to the monadic definition.

Definition 4.9 (reconnectad, monoidal definition). A reconnectad is a monoid in the
monoidal category of graphical collections equipped with the reconnected product ◦R.
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For a reconnectad F , a connected graph Γ, and a subset V of VΓ, we shall denote
by µΓ

V the restriction of the structure map (F ◦R F)(Γ) → F(Γ) to the summand
F(Γ∗

V ) ⊗
⊗

Γ′∈Conn(ΓV ) F(Γ′). In the particular case when VΓ ̸= T ∈ GΓ, we shall use
the notation ◦Γ

T for µΓ
T ; this distinction should help the reader to navigate between

the connected and the disconnected situation. Additionally, when V = {v}, we write
◦Γ

v instead of ◦Γ
{v} to simplify the notation slightly.

One immediate consequence of the monoidal definition is that whenever one can
talk about monoids, one can also talk about comonoids, and so the notion of a core-
connectad arises naturally. We shall denote by ∆Γ

V the composition of the structure
map G(Γ) → (G ◦R G)(Γ) of a coreconnectad G with the projection onto the summand
G(Γ∗

V ) ⊗
⊗

Γ′∈Conn(ΓV ) G(Γ′) of (G ◦R G)(Γ).

4.3. The coloured operad encoding reconnectads. In the case of operads, one
can use the operations ◦i, often referred to as infinitesimal compositions, or partial
compositions, to give an equivalent definition. Even though this viewpoint somewhat
obscures the fact that operads are associative monoids, it allows one to view operads
as algebras over a coloured operad, which has its advantages.

The following proposition is proved by direct inspection (using the properties of
restrictions and reconnected complements used in the proof of Proposition 4.8).

Proposition 4.10. The datum of a reconnectad on a graphical collection F is equiv-
alent to the datum of infinitesimal compositions

◦Γ
T : F(Γ∗

T ) ⊗ F(ΓT ) → F(Γ)

for all elements T ̸= VΓ of the graphical building set GΓ; these operations must satisfy
the following properties:

• (unit axiom) Under the identifications

Γ∗
∅ = Γ, Γ∗

VΓ
= ∅, 1C ⊗X ∼= X ⊗ 1C ∼= X,

we have ◦Γ
∅ = ◦Γ

VΓ
= idF(Γ).

• (parallel axiom) For all T1, T2 ∈ GΓ such that ΓT1∪T2 = ΓT1 ⊔ΓT2 , the diagram

F(Γ∗
T1∪T2

) ⊗ F(ΓT1) ⊗ F(ΓT2) F(Γ∗
T2

) ⊗ F(ΓT2)

F(Γ∗
T1

) ⊗ F(ΓT1) F(Γ)

◦
Γ∗

T2
T1

◦
Γ∗

T1
T2

◦Γ
T2

◦Γ
T1

commutes.
• (consecutive axiom) For all T1, T2 ∈ GΓ with T1 ⊂ T2, the diagram

F(Γ∗
T2

) ⊗ F((ΓT2)∗
T1

) ⊗ F(ΓT1) F(Γ∗
T2

) ⊗ F(ΓT2)

F(Γ∗
T1

) ⊗ F(ΓT1) F(Γ)

id⊗◦
ΓT2
T1

◦
Γ∗

T1
T2∖T1

⊗id ◦Γ
H

◦Γ
T1

commutes.
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• (equivariance) For every T ∈ GΓ and every automorphism α ∈ Aut(Γ) the
diagram

F(Γ∗
T ) ⊗ F(ΓT ) F(Γ)

F(Γ∗
α(T )) ⊗ F(Γα(T )) F(Γ)

◦Γ
T

ϕ ϕ

◦Γ
α(T )

commutes.

This proposition immediately implies that the maps ψΓ,T defined by Formula (2)
give the collection of all toric varieties of graph associahedra the structure of a re-
connectad, thus introducing the central example of a reconnectad that motivated our
work.

Definition 4.11 (wonderful reconnectad). The wonderful reconnectad is the graphical
collection W with

W(Γ) := B(Γ) = X(PΓ)
and with the structure operations

◦Γ
T : W(Γ∗

T ) ⊗ W(ΓT ) → W(Γ)
given by ◦Γ

T := ψΓ,T .

We shall use Proposition 4.10 in conjunction with the notion of a groupoid coloured
operad of Petersen [44] as follows, mimicking the approach to modular operads of
Ward [56], see also [20].

Definition 4.12. We define the CGr-coloured operad Rec = T (E)/(R) as follows. It
is generated by the elements

E
(
Γ; Γ∗

T ,ΓT

)
:=

Aut(Γ∗
T ) × Aut(ΓT ) × ◦Γ

T

Γ∗
T ΓT

Γ

 , VΓ ̸= T ∈ GΓ,

with the regular Aut(Γ∗
V ) × Aut(ΓV )-action and with the Aut(Γ)-action given by(

◦Γ
V , id, id

)ϕ =
(

◦Γ
ϕ(V ), ϕ|Γ∗

V
, ϕ|ΓV

)
.

The quadratic relations R are the ones given in Proposition 4.10.

We are now in the position to give another equivalent definition of a reconnectad.

Definition 4.13. A reconnectad is an algebra over the CGr-coloured operad Rec.

One immediate consequence of this definition is that all the standard constructions
for algebras over operads are available for reconnectads. It is also useful to note that
the CGr-coloured operad Rec has an obvious diagonal making it a Hopf CGr-coloured
operad. In particular, the category of reconnectad has a symmetric monoidal struc-
ture: that structure is the Hadamard product equipped with the obvious composition
maps.

Remark 4.14. Expressing certain operadic structures as algebras over groupoid
coloured operads is essentially equivalent to talking about operads over a Feynman
category [34]. Let Gr denote the category whose objects are simple (not necessarily
connected) graphs and whose morphisms are generated by graph isomorphisms and
the morphisms

ϕΓ
V : ΓV ⊔ Γ∗

V → Γ
that are associated to the datum of a graph Γ and a choice of a subset V ⊂ VΓ. The
groupoid of connected graphs CGr is a full subcategory of Gr. By a direct inspection,
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the triple (CGr,Gr, ı), where ı is the inclusion CGr → Gr defines the datum of a
Feynman category, and reconnectads are operads over this Feynman category.

4.4. Particular types of graphs. If we restrict ourselves to various families of
graphs, we may recognize known algebraic structures in the guise of reconnectads.

Recall that a twisted associative algebra is a symmetric collection (a functor from
the groupoid of finite sets to C) which is a monoid with respect to the Cauchy monoidal
structure

(F · G)(I) :=
⊕

I=J⊔K

F(J) ⊗ G(K).

on symmetric collections. A twisted associative algebra A is said to be connected if
A(∅) = 1C.

Proposition 4.15. Suppose that we restrict ourselves to the full subcategory of col-
lections supported on complete graphs. The datum of a reconnectad in that category
is the same as the datum of a connected twisted associative algebra.

Proof. Note that the datum of a graphical collection supported on complete graphs
is obviously the same as the datum of a symmetric collection whose evaluation on
the empty set is 1C: indeed, a complete graph carries as much information as its
set of vertices. Moreover, for a complete graph Γ and every V ⊂ VΓ, the graph ΓV is
connected and complete, and the graph Γ∗

V is also complete, so the monoidal structure
on our category corresponds precisely to the Cauchy monoidal structure. □

Recall that a nonsymmetric operad is a nonsymmetric collection (a functor from
the groupoid of finite totally ordered sets to C) which is a monoid with respect to the
composition product

(F ◦ G)(I) :=
⊕
k⩾0

⊕
I=I1+···+Ik

F({1, . . . , k}) ⊗ G(I1) ⊗ · · · ⊗G(Ik).

on nonsymmetric collections. A nonsymmetric operad O is said to be reduced if O = 0
and connected if O({pt}) = 1C. Let us call a nonsymmetric operad mirrored if it comes
from a functor from the groupoid quotient by the Z/2Z-action reversing the order.
Components of such an operad have actions of the group Z/2Z for which the generator
σ of that group satisfies, for all elements f and g of arities p and q respectively, the
property

σ(f ◦i g) = σ(f) ◦p−i+1 σ(g).

Proposition 4.16. Suppose that we restrict ourselves to the full subcategory of collec-
tions supported on path graphs (that is, on the type A Dynkin diagrams). The datum
of a reconnectad in that category is the same as the datum of a connected reduced
mirrored nonsymmetric operad.

Proof. Let us consider the assignment to each nonempty finite totally ordered set I
the set of gaps

Gap(I) = {(i1, i2) : i1, i2 ∈ I, {i ∈ I : i1 < i < i2} = ∅}.
The identification of reconnectads supported on path graphs with nonsymmetric op-
erads is conveniently described using gaps: if F is a reconnectad, we may define a
nonsymmetric collection O supported on non-empty finite totally ordered sets by the
rule

O(I) := F(ΓI),
where the path graph ΓI has the vertex set Gap(I), and two pairs are connected by
an edge if they share a vertex. If O comes from a functor from the groupoid quotient
by the Z/2Z-action reversing the order, this rule really defines a graphical collection
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compatible with the automorphisms of path graphs. Noting that for a path graph Γ
and every V ⊂ VΓ for which the graph ΓV is connected, the graph ΓV is also a path
graph, and the graph Γ∗

V is also a path graph, we see by direct inspection that un-
der our identification the composite product of nonsymmetric collections corresponds
precisely to the reconnected product of graphical collections. □

The notion of a twisted associative algebra, as explained in [9], is a symmetric
version of the notion of a permutad of Loday and Ronco [36] who in turn refer to
permutads as a “noncommutative version of nonsymmetric operads”. We now see that
the universe of reconnectads is where the two notions meet in a meaningful way.

It would be interesting to consider the algebraic structures corresponding to other
families of graphs that are closed under the operations ΓV and Γ∗

V . Two very inter-
esting examples are the family including all complete graphs and all stellar graphs
(see Figure 6), which is already featured in a prominent way in [23], and the fam-
ily including all path graphs and all cycle graphs, which should be examined in the
context of the notion of a noncommutative cohomological field theory [21].

Figure 6. Reconnected complements of a stellar graph

Remark 4.17. Reconnectads themselves can be viewed as a restriction of a much more
general formalism of operads over a Feynman category of built lattices developed in
the recent work of B. Coron [12] for all geometric lattices and their building sets.
However, some pleasant geometric aspects of the context we work in, particularly the
underlying toric geometry, are not available in that generality.

4.5. The commutative reconnectad. The simplest possible example of a recon-
nectad is the terminal reconnectad in the category of sets, which we shall refer to as
the commutative reconnectad because of its similarity with the operad of commutative
associative algebras. Following the notational pattern chosen in [20], we denote this
reconnectad by grCom, intending the letters ‘g’ and ‘r’ to remind the reader of the
words “graphs” and “reconnected”. This reconnectad has the components

grCom(Γ) = 1C,

and each structure operation arises from the monoid unit property for 1C. The recon-
nectad axioms are trivially satisfied. We already saw this graphical collection as the
unit I of the Hadamard product.

The construction of the reconnectad grCom can be naturally generalised as follows.
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Definition 4.18. Let X be an object of the category C. We define the commutative
reconnectad of X , denoted by grComX , by putting

grComX(Γ) =
⊗

v∈VΓ

X,

with the structure operations

µΓ
V : grComX(Γ∗

V ) ⊗ grComX(ΓV ) → grComX(Γ)

coming from the isomorphisms⊗
v∈V =VΓV

X ⊗
⊗

v∈VΓ∖V =VΓ∗
V

X ∼=
⊗

v∈VΓ

X.

The reconnectad axioms are trivially satisfied for grComX .

5. Algebraic constructions for reconnectads
In this section, we shall develop the necessary algebraic formalism to work with recon-
nectads in the linearised context, so we assume that the symmetric monoidal category
C is the category dgVect of chain complexes (or its full subcategory of homologically
graded vector spaces, viewed as chain complexes with zero differential, or the full
subcategory of ungraded vector spaces, viewed as chain complexes concentrated in
homological degree zero).

Since a lot of results of this section rely on good understanding of free reconnectads,
let us remind the reader that, within our approach, elements of the free reconnectad
are linear combinations of elements corresponding to additional decorations of trees
Tτ associated to nested sets: each vertex T of such tree is decorated by an element of
X ((ΓT )∗

T∖λ(T )). There are many other ways to view the free reconnectad: for instance,
one may use the general result of [54] on free monoids in monoidal categories, or
the general formalism of [34] that constructs the free operad for the given Feynman
category. It is almost immediate that our construction of the free reconnectad is
isomorphic to those other ones; we choose it since it can be made sufficiently concrete
but yet has certain categorical elegance.

5.1. Presentations by generators and relations. The notion of an ideal is
available for reconnectads in the category of vector spaces. In general, the notion of
ideal should be given in a way that the first isomorphism theorem holds: ideals are
kernels of surjective morphisms of reconnectads. Precisely, an ideal in a reconnectad F
is a graphical subcollection I ⊂ F for which every structure map µΓ

V , when evaluated
on elements of F(Γ∗

V )⊗F(ΓV ) where at least one tensor factor is in I, assumes values
in I.

Using ideals of free reconnectads, we may talk about presentations of reconnectads
by generators and relations. A reconnectad F is presented by generators X and re-
lations R ⊂ N (X ) if it is isomorphic to the quotient of the free reconnectad N (X )
by the ideal ⟨R⟩ generated by R. Let us give some examples of presentations by
generators and relations.

Proposition 5.1. The reconnectad grComX is generated by the graphical collection
X supported at P1 for which X (P1) = X, and the defining relations are

µP2
1 (x1 ⊗ x2) = µP2

2 ((x1 ⊗ x2)(1,2)).

Here the superscript (1,2) denotes the symmetry isomorphism exchanging the factors.
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Proof. First, we note that the component X = grComX(P1) generates the reconnectad
grComX , since for each graph Γ and each vertex v ∈ VΓ, we can consider the set
S = VΓ ∖ {v}, and already the map

µΓ
S : grComX(Γ∗

S) × grComX(ΓS) → grComX(Γ)
is surjective, since Γ∗

S = {v}, and we may argue by induction on |VΓ|. Let us show
that the given relations are sufficient to present the reconnectad grComX . For that,
we note that the given relations and the parallel axioms of a reconnectad allow one
to transform any iterated composition into one defined by a chosen spanning tree of
Γ and a particular way of “assembling” that tree by adding vertices one by one while
keeping the intermediate graph connected. □

5.2. Bar-cobar duality and Koszul duality. In the case of operads, the “true”
reason behind the bar-cobar duality and the closely related to it Koszul duality comes
from the fact that the coloured operad encoding operads happens to be Koszul. In this
section, we shall see that the situation with reconnectads is completely analogous.

5.2.1. Koszulness of the coloured operad Rec.

Proposition 5.2. The groupoid-coloured operad Rec is Koszul.

Proof. We shall use the relationship to Feynman categories discussed in Remark
4.14, assuming a certain fluency in the language of Feynman categories [34]. Let
us define a degree function deg on morphisms of Gr as follows. We set deg(f) = 0
if f is an isomorphism, deg(f) = 1 if f = ϕΓ

T for T ∈ GΓ, and then imposing
deg(f ⊔ g) = deg(f) + deg(g) and deg(f ◦ g) = deg(f) + deg(g). It is immediate to
see that the degree is well defined and is a proper degree function in the sense of [34,
Def. 7.2.1]. If we consider the set Cn(X,Y ) of all chains of n or more composable
morphisms of Gr of which exactly n have non-zero degree, such that the composition
is a morphism X → Y , modulo the equivalence relation induced by composing degree
zero morphisms, and the subset C+

n (X,Y ) the subset of Cn(X,Y ) consisting of chains
of morphisms of degree at most one. Using the parallel and consecutive axioms for
infinitesimal compositions, we obtain a free action of Sn on Cn(X,Y ). Specifically,
an equivalence class in Cn(X,Y ) may be identified with a sequence of n morphisms
of non-zero degree. Each such morphism corresponds to a nested set of a graph, and
for every pair of adjacent morphisms, we have a unique corresponding commutative
diagram, induced by those of simple reduction maps. We define the action of the
transposition (i i + 1) on a chain (f1, . . . , fn) to be the map sending the chain to
the chain obtained by replacing morphisms fi, fi+1 by the unique morphisms gi, gi+1
coming from the associated commutative diagram. More explicitly, we must have that
fi, fi+1 correspond to a 2-step reconnected complement of a graph Γ; performing them
in the opposite order (in the appropriate sense) leads to the choice of gi, gi+1. This
action is clearly free, compatible with the composition of sequences (this immedi-
ately follows from examining the proof of associativity of ◦R in Proposition 4.8), and
C+

n (X,Y )Sn
∼= Homn(X,Y ). Thus, implies that, in the terminology of [34, Def. 7.2.2],

the Feynman category Gr is cubical. By the main result of [35], this Feynman cate-
gory is Koszul. Examining the bar construction of the Feynman category Gr, we find
exactly the bar construction of the groupoid coloured operad Rec, and therefore the
latter operad is Koszul. □

This proposition ensures that there are reconnectad analogues of the bar-cobar
duality and the Koszul duality. In general, the bar-cobar duality (and Koszul duality,
where available) for generalised operads defined using Feynman categories involves
the so called K-twists, see [34]. However, the fact that the CGr-coloured operad Rec
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has only binary operations and only quadratic relations, easily implies that one can
get rid of the sign twists and obtain an honest duality between the categories of
differential graded reconnectads and differential graded coreconnectads; in this way,
the case of reconnectads much more similar to associative algebras (algebras over
the Koszul self-dual operad of associative algebras) or operads [55] than to modular
operads [20, 56]. For that reason, we do not give a lot of detail on it: we indicate some
key aspects of the theory, trusting that in the case of proofs that are nearly identical
to those for the case of nonsymmetric operads the reader will be able to reconstruct
the counterpart for reconnectads either on their own or with help of [37].

We note that for each graphical collection X , the free reconnectad N (X ) has a
standard weight grading for which the generators X are in weight grading one. This
grading is additive under compositions. Moreover, it is often the case that operads
presented by generators and relations have homogeneous relations, and so there is an
induced weight grading on the quotient.

The main reason behind both the bar-cobar duality and the Koszul duality theory
comes from searching for “good” models of algebraic objects. A model for a reconnec-
tad F is a differential graded reconnectad M with a morphism M → F that induces
an isomorphism on the homology. Under very mild assumptions, reconnectads have
(unique up to isomorphism) minimal models. A minimal model of a reconnectad is a
differential graded reconnectad whose underlying reconnectad is free and whose differ-
ential is decomposable: the differential of each generator is a combination of elements
of weight grading strictly larger than one.

5.2.2. Twisting morphisms. Let us explain how the notion of a twisting morphism
adapts to reconnectads; we outline the necessary statements, and all the proofs are
mutatis mutandis those of [37, Sec. 6.4].

Let (G,∆) be a coreconnectad and (F , µ) be a reconnectad. Let us consider the
graphical collection Hom(G,F) defined by

Hom(G,F)(Γ) = Homk(G(Γ),F(Γ)).

It has an obvious reconnectad structure defined as follows. To define the structure
map

Hom(G,F)(Γ∗
V ) ⊗ Hom(G,F)(ΓV ) → Hom(G,F)(Γ),

one needs to be able to evaluate

f ⊗ g1 ⊗ · · · ⊗ gk ∈ Hom(G,F)(Γ∗
V ) ⊗

⊗
Γ′∈Conn(ΓV )

Hom(G,F)(Γ′)

on an element x ∈ G(Γ). For that, one applies first the coreconnectad decomposition
map ∆Γ

G to x, then the map f⊗g1 ⊗· · ·⊗gk to the respective tensor factors, and then
the reconnectad composition map µΓ

G to the result. Moreover, if G and F are both
differential graded, the differential ∂ of the Hom complex makes it into a differential
graded reconnectad.

Let us explain how to associate to every reconnectad a pre-Lie algebra; a particular
case of this construction is discussed in [27, Rem. 3.1.3]. Given a reconnectad F , we
define

Tot(F) :=
⊕

∅ ̸=VΓ⊂N
F(Γ),

set, for α ∈ F(Γ1), β ∈ F(Γ2),

α ⋆ β =
∑

Γ,T : Γ∗
T

=Γ1,ΓT =Γ2

µΓ
T (α⊗ β)
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and then extend ⋆ to Tot(F) as a bilinear operation. Then the axioms of infinitesimal
structure operations of a reconnectad listed in Proposition 4.10 ensure that (Tot(F), ⋆)
is a (right) pre-Lie algebra, that is

(a1 ⋆ a2) ⋆ a3 − a1 ⋆ (a2 ⋆ a3) = (−1)|a2||a3|((a1 ⋆ a3) ⋆ a2 − a1 ⋆ (a3 ⋆ a2)).
As it is in the case of operads, one can show that the space of equivariant maps

Tot(HomAut(G,F)) :=
⊕

∅ ̸=VΓ⊂N
HomAut(Γ)(G(Γ),F(Γ))

is a pre-Lie subalgebra of Tot(Hom(G,F). We shall refer to the Lie algebra obtained
by anti-symmetrising the pre-Lie product ⋆ as the convolution dg Lie algebra of the
coreconnectad G and the reconnectad F . The Maurer–Cartan elements of that dg Lie
algebra, that is degree −1 solutions to the equation

∂(α) + α ⋆ α = 0,
are of particular importance: they give nontrivial ways to twist the usual chain com-
plex structure of the reconnected product G ◦R F with a structure of a chain complex,
denoted G ◦α

R F . We denote by Tw(G,F) the set of all elements like that, and call
them reconnectadic twisting morphisms.

5.2.3. Bar-cobar duality. In this section, we outline the main steps to construct the
bar-cobar adjunction between reconnectads and coreconnectads. As above, we out-
line the necessary statements, and all the proofs are mutatis mutandis those of [37,
Sec. 6.5].

Let F be a differential graded reconnectad F . Let us define two coderivations of the
cofree coreconnectad N c(sF) cogenerated by the suspension sF . The coderivation d1
is the unique extension of the map

N c(sF) ↠ sF → sF ,
where the first arrow is the obvious projection of graphical collections, and the second
arrow corresponds to the differential of F . The coderivation d2 is the unique extension
of the map

N c(sF) → sF
obtained, in each arity Γ, as the projection onto⊕

T ∈GΓ

sF(Γ∗
T ) ⊗ sF(ΓT )

for all T ∈ GΓ, followed by the (de)suspended structure map

µΓ
T : F(Γ∗

T ) ⊗ F(ΓT ) → F(Γ).
It is easy to see that the property of F to be a differential graded reconnectad can
be compactly written as d2

1 = 0, d1d2 + d2d1 = 0, d2
2 = 0, implying that we have

(d1 + d2)2 = 0.

Definition 5.3 (bar construction). For a differential graded reconnectad F , the bar
construction B(F) is the differential graded coreconnectad

(N c(sF), d1 + d2).

Remark 5.4. Let us note that in the case of operads, one defines the bar construc-
tion by building the cofree cooperad on the augmentation ideal. In the universe of
reconnectads, the assumption F(∅) = 1C takes care of many problems: each graphi-
cal collection F , whether given a reconnectad structure or not, has the unit attached
to it as F(∅), and the construction of a free reconnectad on a graphical collection
in fact constructs the free reconnectad on the corresponding “augmentation ideal”. In
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addition, the number of vertices of the graph is, tautologically, a weight grading that
may be used where an operadic analogue would need it as an extra condition.

Dually, for a differential graded coreconnectad G, one may define two derivations
of the free reconnectad N (s−1G). The derivation d1 is the unique extension of the
map

s−1G → s−1G ↪→ N (s−1G),

where the first arrow corresponds to the differential of G and the second arrow is the
obvious inclusion of graphical collections. The derivation d2 is the unique extension
of the map

s−1G → N (s−1G)

obtained, in each arity Γ, as the (de)suspended structure maps

∆Γ
T : G(Γ) → G(Γ∗

T ) ⊗ G(ΓT )

for all T ∈ GΓ, followed by the inclusion of⊕
T ∈GΓ

sG(Γ∗
T ) ⊗ sG(ΓT )

into the free reconnectad. It is easy to see that the property of G to be a differential
graded coreconnectad can be compactly written as d2

1 = 0, d1d2 + d2d1 = 0, d2
2 = 0,

implying that we have (d1 + d2)2 = 0.

Definition 5.5 (cobar construction). For a differential graded coreconnectad G, the
cobar construction Ω(G) is the differential graded reconnectad

(N (s−1G), d1 + d2).

The following result is completely analogous to [37, Th. 6.5.10].

Proposition 5.6. The bar and the cobar construction form an adjoint pair; moreover,
we have for every dg reconnectad F and every dg coreconnectad G

Homdg rec(Ω(G),F) ∼= Tw(G,F) ∼= Homdg corec(G,B(F)).

For every reconnectad F , there is the “universal twisting morphism”

π : B(F) → F

obtained as projection of N c(sF) → sF followed by desuspension. It is easy to check
that the twisted reconnected product B(F) ◦π

R F is an acyclic complex.

Definition 5.7 (Koszul twisting morphism). For a coreconnectad G and a reconnectad
F , a twisting morphism α : G → F is said to be a Koszul morphism if the twisted
reconnected product G ◦α

R F is acyclic.

The following result is completely analogous to [37, Th. 6.6.2].

Proposition 5.8. A twisting morphism α is a Koszul morphism if and only if either
of the maps fα : G → B(F) and gα : Ω(G) → F is a quasi-isomorphism.

This result immediately implies the following corollary.

Corollary 5.9. For every reconnectad F , the cobar-bar construction Ω(B(F)) is
quasi-isomorphic to F .
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5.2.4. Koszul duality. In this section, we summarise the main aspects of the Koszul
duality theory for reconnectads. As above, we outline the necessary statements, and
all the proofs are mutatis mutandis those of [37, Chap. 7].

As in the case of algebras and operads, the most manageable situation arises in
the case of quadratic reconnectads, for which all relations are of weight two.
Definition 5.10 (Koszul dual coreconnectad). Let F be a reconnectad with generators
X and quadratic relations R, which we shall refer to as quadratic data. To such
a reconnectad, one may associate its Koszul dual coreconnectad F ¡, defined as the
coreconnectad with cogenerators sX and corelations s2R.

We shall also consider the Koszul dual reconnectad obtained, like in the case of
operads, by dualising and (de)suspending, as follows.
Definition 5.11 ((de)suspension reconnectad). For X = ks−1, the commutative re-
connectad grComX is called the suspension reconnectad, and is denoted S. In the same
vein, for X = ks, the commutative reconnectad grComX is called the desuspension
reconnectad, and is denoted S−1.

We use these reconnectads to define suspensions and desuspensions for arbitrary
graphical collections by the formulas

SF := S ⊗
H

F ,

S−1F := S−1 ⊗
H

F .

Note that if F is a reconnectad, then its suspension and desuspension are both recon-
nectads.

The reader may think that the chosen terminology for (de)suspension is somewhat
counterintuitive. It is chosen in such way to match the operadic suspension under the
equivalence of Proposition 4.16.
Definition 5.12 (Koszul dual reconnectad). For a reconnectad F presented by gen-
erators X and relations R, we define the Koszul dual reconnectad F ! by the formula

F ! = S−1(F ¡)∗.

The following result is analogous to [37, Prop. 7.2.4].
Proposition 5.13. Suppose that all components of the reconnectad F are finite
dimensional. The reconnectad F ! is presented by the quadratic data of generators
s−1S−1X ∗ and relations R⊥, where ⊥ refers to the annihilator under the natural
pairing.

Let F be a quadratic reconnectad. We have two natural morphisms: inclusion of
dg coreconnectads F ¡ ↪→ B(F) and surjection of reconnectads Ω(F ¡) ↠ F . Moreover,
they both correspond to the same twisting morphism between F ¡ and F which projects
the former onto cogenerators, desuspends, and includes the result as the space of
generators. We say that a reconnectad is Koszul if that twisting morphism is a Koszul
morphism.

Let us give the first nontrivial example of a Koszul reconnectad.
Proposition 5.14. The reconnectad grCom is Koszul.
Proof. Let us begin with noting that the Koszul dual coreconnectad grCom¡ ∼= S∗ is
isomorphic to the linear dual of suspension coreconnectad. Denote by βΓ ∈ S∗(Γ) the
basis element of degree |VΓ| which is the linear dual of the basis element

⊗
v∈VΓ

s−1.
Note that the infinitesimal decomposition ∆Γ

T on grCom¡ is given by the formula
∆Γ

T (βΓ) = sgn(σΓ
T )βΓ∗

T
⊗ bΓT

,
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with the sign sgn(σΓ
T ) is the Koszul sign coming from the permutation separating

the subset T in the tensor product giving βΓ. The coreconnectad grCom¡ has zero
differential, so the differential of the cobar construction Ω(grCom¡) is given by the
differential d2 on the free reconnectad on generators ϵΓ = s−1 ⊗βΓ of degree |VΓ| − 1.
That differential acts on generators by the rule

d2(ϵΓ) =
∑

T ∈GΓ

(−1)|VΓ|sgn(σΓ
T )ϵΓ∗

T
⊗ ϵΓT

.

A particular case of this formula is displayed in Figure 7.

d = − + − + −

Figure 7. The differential of the generator ϵC3

The remarkable property of graph associahedra stating that each facet of PΓ is
a product of two smaller graph associahedra [10, Th. 2.9] implies that the graphical
collection of all cellular complexes {Ccell

• (PΓ)} is isomorphic to the cobar construction
Ω(grCom¡)(Γ) that we consider; the isomorphism sends the cell corresponding to the
interior of PΓ to the generator ϵΓ. Since each graph associahedron is contractible, we
have

H•(Ω(grCom¡)(Γ),k) ∼= H•(PΓ,k) =
{
k, for • = 0,
0, for • ≠ 0.

In other words, the homology of the cobar construction is concentrated in degree 0,
and therefore the canonical projection

Ω(grCom¡) ↠ grCom
is a quasi-isomorphism. □

This result is very similar to that in [27]. However, the context in which the latter
proof is given uses graphs with total orders on vertices, and hence is closer to shuffle
reconnectads discussed in Section 5.3 below. In any case, both of these proofs are,
via the results discussed in Section 4.4, common generalisations of two known results.
First, the usual proof of Koszulness of the nonsymmetric associative operad As [37];
that proof views its minimal model, the A∞ operad, as the collection of cellular com-
plexes of Stasheff associahedra [51]. Second, the proof of Koszulness of the associative
permutad permAs [36] views its minimal model as the collection of cellular complexes
of permutahedra.

5.2.5. Distributive laws for reconnectads. It is possible to adapt the formalism of
distributive laws [42] to the case of reconnectads.

Definition 5.15 (distributive law). Let F and G be two reconnectads. We say that a
morphism of graphical collections

Λ: G ◦R F → F ◦R G
defines a distributive law between F and G if the composite

F ◦R G ◦R F ◦R G id◦RΛ◦Rid−→ F ◦R F ◦R G ◦R G µF ◦RµG−→ F ◦R G
defines a reconnectad structure on the graphical collection F ◦R G.
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Remark 5.16. Unwrapping this definition, one can show that the fact that there is a
well defined reconnectad structure on the graphical collection F ◦R G amounts to a
certain coherence condition similar to that for operads [42].

Let us define the infinitesimal product of two graphical collections by the formula

(F ◦′
R G)(Γ) =

⊕
T ∈GΓ

F(Γ∗
V ) ⊗ G(ΓV ).

Given two reconnectads F and G presented by generators X and Y and relations
R and S respectively, suppose that we are given a morphism of graphical collections
λ : Y ◦′

R X → X ◦′
R Y. We may now define a reconnectad F ∨λ G as the reconnectad

with generators X ⊕ Y and with relations

R ⊕ S ⊕ ⟨z − λ(z) : z ∈ Y ◦′
R X ⟩.

The following result is proved analogously to [37, Prop. 8.6.4].

Proposition 5.17. For every choice of λ : Y ◦′
R X → X ◦′

R Y, there is a surjective
map of graphical collections F ◦R G → F ∨λ G. If that map is an isomorphism, the
composite

G ◦R F → (F ∨λ G) ◦R (F ∨λ G) → F ∨λ G ∼= F ◦R G
is a distributive law between the reconnectads F and G.

Let us give an example of a distributive law. For that, we shall define a reconnectad
analogue of the Gerstenhaber operad.

Definition 5.18 (Gerstenhaber reconnectad). The reconnectad grComH•(S1) is called
the Gerstenhaber reconnectad, and is denoted grGerst.

Proposition 5.1 easily implies the following result.

Proposition 5.19. The Gerstenhaber reconnectad is generated by the graphical col-
lection X supported at P1 for which X (P1) = H•(S1,k); if we denote by m, b ∈
grGerst(P1) the basis elements of homological degrees 0 and 1 respectively correspond-
ing to [pt] and [S1] respectively, a complete system of defining relations is

m ◦P2
1 m−m ◦P2

2 m = 0(3)

b ◦P2
1 b+ b ◦P2

2 b = 0(4)

m ◦P2
1 b− b ◦P2

2 m = 0(5)

b ◦P2
1 m−m ◦P2

2 b = 0(6)

Proof. This follows the obvious isomorphism

H•(grComX ,k) ∼= grComH•(X,k)

and Proposition 5.1 applied to grComH•(S1,k). □

Graphically the generators of grGerst and the relations between them are displayed
in Figure 8.

Let us remark that we do not have to include explicitly relations obtained by action
of graph automorphisms: the action of the transposition σ = (1, 2) exchanges the
third relation with the fourth one. Thus, the first three relations of Proposition 5.19
are sufficient to define the reconnectad grGerst. This is related to Proposition 4.16:
restricting to path graphs more or less recovers the noncommutative Gerstenhaber
operad [21], but with the additional symmetries allowing to have fewer elements in
the minimal set of relations.
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Figure 8. Generators and relations for grGerst

Proposition 5.20. The reconnectad grGerst is obtained from grCom and S−1 by a
distributive law. In particular, the underlying graphical collection of that reconnectad
permutad is isomorphic to grCom ◦RS−1.

Proof. Note that the reconnectad grGerst is obtained from grCom and S−1 by the
rewriting rule

λ : b ◦1 m 7→ m ◦2 b,

leading to a surjection of graphical collections
grCom ◦RS−1 ↠ grCom ∨λS−1 ∼= grGerst .

This surjection is an isomorphism by a dimension argument. Indeed, we have

dim((grCom ◦RS−1)(Γ)) =
∑

V ⊂VΓ

dim(grCom(Γ∗
V ) ⊗ S−1(ΓV )) =

∑
V ⊂VΓ

1 = 2|VΓ|,

which coincides with dim grGerst(Γ) = dim grComH•(S1)(Γ). □

It is well known that an operad obtained from two Koszul operads by a distributive
law is Koszul. An analogous result holds for reconnectads: if F and G be two Koszul
reconnectads, and a morphism of graphical collections

Λ: G ◦R F → F ◦R G
defines a distributive law between F and G, then the corresponding reconnectad F∨λG
is Koszul. Moreover, if the restriction of the canonical map F ◦R G ↠ F ∨λ G to the
elements of weight three is injective, then Λ defines a distributive law. The proofs of
these results repeat mutatis mutandis the corresponding proofs of [37, Sec. 8.6].

Corollary 5.21. The Gerstenhaber reconnectad is Koszul.

5.3. Gröbner bases for reconnectads. In the case of usual operads, there is a
forgetful functor from symmetric operads to nonsymmetric operads which, while use-
ful for some purposes, changes various homological and homotopical characteristics
of an operad in a rather drastic way. To circumvent that, one can consider shuffle op-
erads. There is a forgetful functor from symmetric operads to shuffle operads, where
one forgets the same as before on objects but remembers much more of the struc-
ture. This allows one to use shuffle operads in a meaningful way to study questions
about symmetric operads; in particular, this leads to a theory of Gröbner bases for
operads [18].
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In this section, we develop the core of the theory of Gröbner bases for reconnec-
tads. The main idea is to create a framework in which there is sufficiently many
reconnectads with monomial relations. This is not the case so far: due to the presence
of graph automorphisms, vanishing of a monomial forces “unexpected” vanishing of
other monomials. To avoid that, we shall consider a version of graphical collections
where we use connected graphs equipped with the additional data of a total order
on the set of vertices: this eliminates automorphisms from the picture, since an au-
tomorphism is required to preserve all structures, including the order. We shall call
those nonsymmetric graphical collections. As above, in what follows we outline the
necessary statements; most of the proofs are mutatis mutandis those of [37, Sec. 8.2].

The shuffle reconnected product of two nonsymmetric graphical collections is de-
fined by the formula

(F ◦ X G)(Γ) := F(Γ) ⊕
⊕

∅ ̸=V ⊂VΓ

F(Γ∗
V ) ⊗

⊗
Conn(ΓV )={Γ1,...,Γs}

min(VΓ1 )<···<min(VΓs )

G(Γ1) ⊗ · · · ⊗ G(Γs).

This operation can be easily shown to give the category of nonsymmetric graphical
collections a structure of a monoidal category. By definition, a shuffle reconnectad is
a monoid in that monoidal category.

The importance of the shuffle reconnected product comes from its compatibility
with the forgetful functor Γ 7→ Γf from the groupoid of connected graphs with a
total order on the set of vertices to the groupoid of connected graphs; that functor
literally forgets the total order of the set of vertices of each graph. This functor defines
a forgetful functor from graphical collections to nonsymmetric graphical collections
given by

F f(Γ) = F(Γf).
Moreover, there is an obvious analogue of the shuffle nested set monad, and one can
use it to define the free shuffle reconnectad N X (X ) generated by a nonsymmetric
graphical collection X . Using that notion, one recovers all other aspects of the recon-
nectad theory in the shuffle case: it is possible to use presentations by generators and
relations, the (co)bar construction, Koszul duality etc.

Proposition 5.22. The forgetful functor from graphical collections to nonsymmetric
graphical collections is monoidal: we have

(F ◦R G)f ∼= F f ◦ X Gf .

Proof. The symmetric group acts freely on the unordered tensor product over the
connected components; the shuffle product corresponds to one of the ways to choose
a representative of each orbit (which, in the case of shuffle graphical collections, is
canonical). □

An immediate consequence of Proposition 5.22 is the following result.

Corollary 5.23.
(1) For every reconnectad F , the nonsymmetric collection F f has a natural struc-

ture of a shuffle reconnectad obtained from that of F .
(2) For every graphical collection X , we have an isomorphism of shuffle recon-

nectads
N (X )f ∼= N X (X f).

(3) For every graphical collection X and every graphical subcollection R ⊂ N (X ),
we have an isomorphism of shuffle reconnectads

(N (X )/⟨R⟩)f ∼= N X (X f)/⟨Rf⟩).

Algebraic Combinatorics, Vol. 7 #3 (2024) 829



V. Dotsenko, A. Keilthy & D. Lyskov

(4) For every reconnectad F , we have an isomorphism of dg shuffle coreconnectads

B(F)f ∼= B X (F f).

(5) A reconnectad F presented by generators and quadratic relations is Koszul if
and only if the associated shuffle reconnectad F f is Koszul.

Suppose that the given nonsymmetric graphical collection X with values in vector
spaces is the linearisation of a nonsymmetric graphical collection U with values in sets;
in other words, U(Γ) is a functorial choice of a basis in X (Γ). Then the free shuffle
reconnectad N X (X ) is the linearisation of the free shuffle reconnectad N X (U),
and we can talk about monomials N X (X ). We say that a monomial m is divisible
by another monomial m′ if it can be obtained from m′ by iteration of structure
operations. A collection of total well orders of all sets N X (U)(Γ) is said to be a
monomial ordering if each structure operation of N X (U) is strictly increasing in
each argument.

Let us give an example of a monomial ordering, which is a particular case of a
more general ordering introduced by Coron [12]. We shall consider the free shuffle
reconnectad with one generator in each “arity”, so that the basis of each component
N X (X )(Γ) is indexed by N+(Γ).

As a preparation, we shall define an order on subsets of VΓ. For two such subsets
V = {v1, . . . , vr} with v1 < · · · < vr and W = {w1, . . . , ws} with w1 < · · · < ws, we
shall say that V precedes W and write V ≺ W if either the sequence (v1, . . . , vr) coin-
cides with an initial segment of the sequence (w1, . . . , ws) or the sequence (v1, . . . , vr)
is lexicographically greater than the sequence (w1, . . . , ws). Note that this order ex-
tends the existing order on 2VΓ : V ⊂ W implies that V ≺ W .

When we pass to induced subgraphs ΓV and reconnected complements Γ∗
V , there

are two possible ways to proceed. One can either induce the total orders on the sets
of vertices of these graphs from the total order on VΓ and then define the relation
V ≺ W , or directly induce the relation V ≺ W from 2VΓ . By a direct inspection, these
two recipes give the same result.

We define the lexicographic ordering ◁ allowing to compare two nested sets of the
same cardinality (not necessarily in N+(Γ)) as follows. For two nested sets τ1, τ2, we
say that τ1 is lexicographically smaller than τ2, and write τ1◁τ2, if

⋃
T ∈τ1

T ≺
⋃

T ∈τ2
T

or if
⋃

T ∈τ1
T =

⋃
T ∈τ2

T and⋃
T ∈τ1

T ∖ {max≺ τ1} ≺
⋃

T ∈τ2

T ∖ {max≺ τ2}.

Proposition 5.24 ([12, Sec. 5.3]). The ordering of monomials N X (X )(Γ) that com-
pares the corresponding elements of N+(Γ) using the ordering ◁ is compatible with
the reconnectad structure.

To define orderings of monomials of arbitrary free shuffle reconnectads, one has to
blend the lexicographic ordering with an ordering of words in basis elements, mim-
icking the strategy of [17]. We leave the precise definition as an exercice to the reader
who wishes to consider reconnectads where such a definition is necessary.

Let us fix a certain monomial ordering; this allows us to talk about leading terms of
elements of the free shuffle reconnectad. Suppose that I is an ideal of the free shuffle
reconnectad N X (X ) We say that a collection of subsets G(Γ) ⊂ I(Γ) is a Gröbner
basis of the ideal I, if every leading monomial of each element of I is divisible by a
leading term of one of the elements of G.

Let us define normal monomials with respect to a collection of subsets S(Γ) ⊂ I(Γ)
as monomials that are not divisible by leading monomials of elements of S. The

Algebraic Combinatorics, Vol. 7 #3 (2024) 830



Reconnectads

following simple but important observation is proved analogously to all other known
instances of Gröbner bases [9].

Proposition 5.25. Let X be a nonsymmetric graphical collection, and suppose that a
collection of subsets G(Γ) ⊂ I(Γ) generates I as an ideal in the free shuffle reconnectad
N X (X ).

(1) Cosets of normal monomials with respect to G form a spanning set in the
quotient reconnectad N X (X )/I.

(2) The collection G is a Gröbner basis of I if and only if the cosets of nor-
mal monomials with respect to G form a basis in the quotient reconnectad
N X (X )/I.

The following key result is proved analogously to the corresponding result for shuffle
operads [19].

Proposition 5.26.
(1) A shuffle reconnectad with quadratic monomial relations is Koszul.
(2) A shuffle reconnectad with a quadratic Gröbner basis of relations (for some

monomial ordering) is Koszul.

This result is absolutely fundamental, since Corollary 5.23 implies that to prove
that a reconnectad F is Koszul, it is sufficient to establish that the associated shuffle
reconnectad F f is Koszul, and we now know that for that it is enough to exhibit a
quadratic Gröbner basis.

Example 5.27. Let us consider the free shuffle reconnectad in vector spaces generated
by the graphical collection X supported at the one-vertex graph P1 with X (P1) = km.
For the restriction of the lexicographic ordering to this case, the ideal of relations of
the shuffle reconnectad grComf admits a quadratic Grobner basis with leading term
m ◦P2

1 m. Indeed, let us define, for each graph Γ, an element mΓ ∈ grComf(Γ) by the
inductive rule

mΓ = mΓ∗
VΓ∖{max(VΓ)}

◦Γ
max(VΓ) mmax(VΓ),

which in plain words means that we disassemble each graph starting from its maximal
vertex. The element mΓ forms a basis of the one-dimensional component grComf(Γ),
and it is the only normal form with respect to the leading term m ◦P2

1 m. Thus,
Propositions 5.25 and 5.26 together with Corollary 5.23 imply that the reconnectad
grCom is Koszul, giving an alternative short proof of the result of Proposition 5.14.

Let us also record the following useful observation proved in the same way as the
analogous result for associative algebras [45, Th. 4.1] and shuffle operads [32, Th. 5.5].

Proposition 5.28. A shuffle reconnectad F has a quadratic Gröbner basis for a cer-
tain monomial ordering if and only is the Koszul dual shuffle reconnectad F ! has a
quadratic Gröbner basis for the opposite monomial ordering.

6. The wonderful Koszul pair
In this section, we discuss various aspects of geometry and topology of one of the most
interesting reconnectads we are aware of: the complex wonderful reconnectad WC. Our
main result exhibits what we call “a wonderful Koszul pair”, a reconnectad analogue
of the operads of hypercommutative algebras and of gravity algebras introduced and
studied by Getzler [30, 31].
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6.1. The gravity reconnectad. In this section, we imitate the construction of the
gravity operad due to Getzler [30].

Note that the reconnectad grGerst has a degree 1 derivation d with d2 = 0 such
that d(m) = b. This follows from the fact that grComS1 has the diagonal circle action,
and hence on the homology there is an induced infinitesimal action of H•(S1); the
derivation d is the action of the class [S1] ∈ H•(S1).

Proposition 6.1. The cochain complex (grGerst, d) is acyclic.

Proof. Let us prove the result for the dual chain complex, that is the graphical collec-
tion grCom(H•(S1)) ∼= H•(grComS1). Since cohomology is contravariant, the natural
structure on this collection is that of a coreconnectad. One aspect that is advanta-
geous in this viewpoint is that the cohomology has an algebra structure, and, in this
particular situation, a very simple one: H•(grComS1)(Γ) is the exterior algebra on
generators ωv, v ∈ VΓ. The infinitesimal coreconnectad structure maps

H•(grComS1)(Γ) → H•(grComS1)(Γ∗
T ) ⊗H•(grComS1)(ΓT )

are compatible with the algebra structures: they are the algebra homomorphisms
defined by

ωv 7→

{
ωv ⊗ 1, if v ̸∈ T,

1 ⊗ ωv, if v ∈ T
.

Moreover, the dual of the cochain differential d corresponds to the derivation ∂ of the
algebra H•(grComS1)(Γ) defined by setting ∂(ωv) = 1 for all v ∈ VΓ. We would like
to show that the differential ∂ makes the dual Gerstenhaber copermutad an acyclic
chain complex. We shall now exhibit a contracting homotopy for that complex. We
first note that for every graph Γ and every vertex v ∈ VΓ, the map

Hv : H•(grComS1)(Γ) → H•(grComS1)(Γ)
defined as multiplication by ωv on the left is a contracting homotopy for ∂ in the
category of chain complexes:

(∂Hv +Hv∂)(x) = ∂(ωvx) + ωv∂x = (x− ωv∂x) + ωv∂x = x.

However, we would like to construct a contracting homotopy in the category of graph-
ical collections. For that, we average the homotopies over all vertices, defining

H := 1
|VΓ|

∑
v∈VΓ

Hv.

This map is still a contracting homotopy but now it commutes with the action of
Aut(Γ), so it is a contracting homotopy in the category of graphical collections. □

The kernel of a derivation of a reconnectad is itself a reconnectad, so we may give
the following definition.

Definition 6.2 (gravity reconnectad). The gravity reconnectad, denoted grGrav, is
the kernel

ker d ⊂ grGerst .

Let us record a useful dimension formula.

Proposition 6.3. For every nonempty graph Γ, we have

dim grGrav(Γ) = 2|VΓ|−1.

Proof. This is an immediate consequence of Proposition 6.1 and the formula
dim grGerst(Γ) = 2|VΓ|. □
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The main result of this section is a presentation of the reconnectad grGrav by
generators and relations.
Theorem 6.4. The reconnectad grGrav is generated by the elements λΓ ∈ grGrav(Γ)
of homological degree 1 which are Aut(Γ)-invariant and satisfy the relations∑

v∈T

λΓ∗
v

◦Γ
v λΓv = λΓ∗

T
◦Γ

T λΓT
,(7) ∑

v∈VΓ

λΓ∗
v

◦Γ
v λΓv

= 0.(8)

In these relations, Γ is an arbitrary graph, and T ̸= VΓ is an element of the graphical
building set GΓ . The reconnectad grGrav is Koszul.

A particular case of these relations for the cycle C3 is given in Figure 9.

+ + = 0

+ =

+ =

+ =

Figure 9. Example of relations of the gravity reconnectad

Proof. We note that, in order to have a nontrivial relation, we have to assume that
T ∈ GΓ has cardinality at least two. Let us begin with indicating the elements λΓ of
grGrav(Γ) which we shall use as generators. Since the cochain complex (grGerst,d) is
acyclic, we have

grGrav1 = d grGerst0 .

The space of elements of homological degree zero in grGerst(Γ) is of dimension one,
spanned by the basis element mΓ of grCom(Γ), and therefore the space of elements
of homological degree 1 in the reconnectad grGrav has a basis consisting of elements
λΓ = d(mΓ). In terms of the generators of grGerst, these elements can be computed
as

d(mΓ) = ∂∗(1∗
Γ) =

∑
v∈VΓ

ω∗
v =

∑
v∈VΓ

mΓ∗
v

◦Γ
v bΓv

.
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Let us demonstrate that the set of elements λΓ described above generates the recon-
nectad grGrav. For that, we shall take a graph Γ and choose a total order on VΓ. Let
us define, analogously to Example 5.27, an element bΓ ∈ grGerst(Γ) by the inductive
rule

bΓ = bΓ∗
VΓ∖{max(VΓ)}

◦Γ
max(VΓ) bmax(VΓ).

The element bΓ forms a basis of the one-dimensional component S−1(Γ); in fact, this is
the only normal form if we equip the corresponding free shuffle reconnectad with the
lexicographic ordering. Thus, according to Proposition 5.20, the component grGerst(Γ)
has a basis of form

µΓ
V (mΓ∗

V
⊗ bT1 ⊗ bT2 ⊗ · · · ⊗ bTn),

where V ⊂ VΓ and T1, T2, . . . , Tn are sets of vertices of connected components of ΓV .
As the cochain complex (grGerst, d) is acyclic, each component of grGrav is spanned
by the elements

dµΓ
V (mΓ∗

V
⊗ bT1 ⊗ bT2 ⊗ · · · ⊗ bTn

).
Moreover, since d is a reconnectad derivation, and d(b) = 0, such an element is equal
to µΓ

V (λΓ∗
V

⊗bT1 ⊗bT2 ⊗· · ·⊗bTn). By construction, b = λP1 , so we obtain the necessary
claim.

Next, we shall show that the claimed relations between the elements λΓ actually
hold. For T ∈ GΓ, let us compute d(mΓ∗

T
◦Γ

T λΓT
) in two different ways. On the one

hand, this is equal to λΓ∗
T

◦Γ
T λΓT

. On the other hand, this is equal to

d
(
mΓ∗

T
◦Γ

T

(∑
v∈T

m(ΓT )∗
v

◦ΓT
v bv

))
= d

(∑
v∈T

mΓ∗
v

◦Γ
v bv

)
=
∑
v∈T

λΓ∗
v

◦Γ
v λv,

showing that Relation (7) holds. We also note that we have

0 = d(λΓ) = d
(∑

v∈VΓ

mΓ∗
v

◦Γ
v bv

)
=
∑

v∈VΓ

λΓ∗
v

◦Γ
v λv,

and therefore Relation (8) holds. Overall, this implies that there is a surjective mor-
phism of reconnectads from the reconnectad G with the indicated generators and
relations (7), (8) to the reconnectad grGrav. Let us establish that it is an isomor-
phism.

Let us consider the shuffle reconnectad Gf , and equip the monomials in the corre-
sponding free shuffle reconnectad with the lexicographic ordering. Then the leading
monomial of Relation (7) is λΓ∗

T
◦Γ

T λΓT
, and the corresponding normal monomials are

µΓ
V (λΓ∗

V
⊗ νT1 ⊗ νT2 ⊗ · · · ⊗ νTn

),

where V ⊂ VΓ, T1, T2, . . . , Tn are sets of vertices of connected components of ΓV ,
and νTi

are some monomials obtained by iterated compositions of λP1 . The leading
monomial of Relation (8) is λ(Γ)∗

min(VΓ)
◦Γ

min(VΓ) λΓmin(VΓ) , and this imposes further
restrictions on normal monomials. First, for the subreconnectad generated by λP1

(which is isomorphic to the desuspension reconnectad S−1), this leading term elimi-
nates all monomials in λP1 except for one element λ(T ) per component (constructed
by the same inductive rule as the element bT above). In general, normal monomials
with respect to the leading terms of our relations are of the form

µΓ
V (λΓ∗

V
⊗ λ(T1) ⊗ λ(T2) ⊗ · · · ⊗ λ(Tn)),

where V ⊂ VΓ, T1, T2, . . . , Tn are sets of vertices of connected components of ΓV ,
and min(VΓ) /∈ V . By Proposition 5.25, these elements form a spanning set of the
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component G(Γ). It remains to note that the number of such monomials is precisely
2|VΓ|−1, which is, according to Proposition 6.3, equal to dim grGrav(Γ), so

dim G(Γ) ⩽ dim grGrav(Γ).

Thus, the surjection G ↠ grGrav has to be an isomorphism, and moreover the defining
relations of grGrav form a quadratic Gröbner basis of the corresponding shuffle recon-
nectad. By Proposition 5.26 and Corollary 5.23, the reconnectad grGrav is Koszul. □

6.2. Koszul dual of the gravity reconnectad. In this section, we describe the
Koszul dual of the gravity reconnectad.

Definition 6.5 (hypercommutative reconnectad). The hypercommutative reconnec-
tad grHyperCom is the desuspension of the Koszul dual of the gravity reconnectad:

grHyperCom := S−1(grGrav)! .

Let us give a presentation of the reconnectad grHyperCom by generators and rela-
tions.

Proposition 6.6. The reconnectad grHyperCom is generated by elements νΓ ∈
grHyperCom(Γ) of degree 2(|VΓ| − 1) which are invariant under Aut(Γ) and satisfy
the following relations. For each connected graph Γ and each (v, v′) ∈ EΓ, we have:

(9)
∑

VΓ ̸=T ∈GΓ : v∈T

νΓ∗
T

◦Γ
T νΓT

=
∑

VΓ ̸=T ∈GΓ : v′∈T

νΓ∗
T

◦Γ
T νΓT

Proof. Let us denote by νΓ the generator dual to the generator λΓ of the reconnectad
grGrav. According to the general formula for the Koszul dual reconnectad, we have

grHyperCom := S−1(S−1(grGrav¡)∗) = S−2(grGrav¡)∗,

so the homological degree of νΓ is |νΓ| = 2|VΓ| − 2 = 2(|Γ| − 1). Moreover, since we
took the double suspension of (grGrav¡)∗, these elements are Aut(Γ)-invariant. One
can check by a direct inspection that the relations (9) are orthogonal to all relations
of grGrav. Let us verify that we found all relations, in other words, that for each Γ
the dimension of the module of relations coincides with the dimension of weight two
elements of the reconnectad grGrav, given by dimH1(grGrav(Γ)) = |VΓ|−1. Note that
our relations say that the element ∑

VΓ ̸=T ∈GΓ : v∈T

νΓ∗
T

◦Γ
T νΓT

does not depend on the vertex v ∈ VΓ. It is clear that each of these relations is a linear
combination of |VΓ| − 1 such relations corresponding to edges of any chosen spanning
tree T of Γ. Let us show that those |VΓ|−1 relations are linearly independent. For that,
it will be convenient to consider the corresponding shuffle reconnectad grHyperComf

so that for each graph Γ we may think of its edges as directed; for each edge e, we
denote by s(e) the smaller endpoint and by t(e) the larger one. This allows us to
choose a concrete direction of each relation, writing

Re :=
∑

s(e)∈T

νΓ∗
T

◦Γ
T νΓT

−
∑

t(e)∈T

νΓ∗
T

◦Γ
T νΓT

= 0.

Suppose that for some choice of coefficients ce we have∑
e∈EΓ

ceRe = 0.
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Collecting the coefficient of a particular monomial νΓ∗
T

◦Γ
T νΓT

, we see that for every
vertex v ∈ VΓ the sum ∑

e : t(e)=v

ce −
∑

e : s(e)=v

ce

must vanish, which is a flow condition of a sort. Let us show by induction on the
number of vertices that this implies that all coefficients ce of the edges of the chosen
spanning tree must vanish. The case of the spanning tree of two vertices is trivial. To
proceed, we note that every tree has a vertex v0 which is incident to only one edge
e0. The flow condition at the vertex v implies that we have ce0 = 0. Moreover, if we
delete the vertex v0 and the edge e0, the remaining coefficients ce define a flow on the
remaining tree, and the induction hypothesis applies. □

6.3. The wonderful Koszul pair. We are ready to establish the main result of this
section, establishing that the gravity reconnectad and the homology of the complex
wonderful reconnectad WC from Definition 4.11 are, up to a (de)suspension, Koszul
dual to each other.

Theorem 6.7. The homology of the complex wonderful reconnectad is isomorphic to
the hypercommutative reconnectad:

H•(WC) ∼= grHyperCom .

Proof. We know that for each graphical Grassmannian B(Γ) all toric orbit closures
are products of smaller graphical Grassmannians. This immediately implies that the
fundamental classes [B(Γ)] generate the reconnectad H•(WC).

For each graph Γ and each edge (v, v′) ∈ E(Γ) there is a map

B(Γ) → B(P2) = CP 1

given by {HT }T ∈GΓ 7→ H{v,v′}. The preimages of any two points are homologous. The
preimage of the point k{v} is easily seen to be given by⋃

VΓ ̸=T ∈GΓ : v∈T,v′ /∈T

B(Γ, {T}) .

Thus, for each edge (v, v′) ∈ E(Γ) we obtain the relation∑
VΓ ̸=T ∈GΓ : v∈T,v′ /∈T

[B(Γ∗
T )] ◦Γ

G [B(ΓT )] =
∑

VΓ ̸=T ∈GΓ : v′∈T,v /∈T

[B(Γ∗
T )] ◦Γ

G [B(ΓT )],

so, adding ∑
VΓ ̸=T ∈GΓ : v,v′∈T

[B(Γ∗
T )] ◦Γ

G [B(ΓT )]

to both sides of that equality, we see that there is a surjective reconnectad morphism

grHyperCom ↠ H•(WC).

To conclude the proof, we shall argue as follows. It is well known that the Betti
numbers of the smooth projective toric variety are given by the coefficients of the
h-polynomial of the dual polytope. Since in our case the dual polytope is the graph
associahedron PΓ, we have

dimH•(B(Γ)) = hPΓ(1) = fPΓ(0) = |{vertices of PΓ}|,

and vertices of PΓ are in one-to-one correspondence with the set N+
|VΓ|(Γ) consisting

of elements of N+(Γ) of maximal cardinality |VΓ|. This means that to prove that the
surjective map we constructed is an isomorphism, it is enough to show that for each
Γ, the dimension of grHyperCom(Γ) does not exceed |N+

|VΓ|(Γ)|.
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Let us consider the shuffle reconnectad grHyperComf associated to the hypercom-
mutative reconnectad. In the proof of Theorem 6.4, we established that the relations
of the shuffle reconnectad grGravf form a Gröbner basis for the lexicographic order-
ing of nested sets. By Proposition 5.28, the same is true for the shuffle reconnectad
grHyperComf for the opposite ordering. It follows that the the shuffle reconnectad
grHyperComf has a basis of monomials that are normal with respect to the minimal
system of relations (found in the proof of Proposition 6.6) for this particular ordering,
that is, the monomials

νΓ∗
w

◦Γ
w νΓw

for all w ∈ VΓ ∖ {min(VΓ)}. We therefore reduced our problem to showing that for
each Γ, the number of such monomials, which we shall refer to as normal monomials,
and view as elements of |N+(Γ)|, does not exceed |N+

|VΓ|(Γ)|.
Recall that in Section 2.2 we explained how to assign to τ ∈ N+(Γ) a rooted tree

Tτ whose vertices are labelled by non-empty pairwise disjoint subsets of VΓ. Suppose
that τ ∈ N+

|VΓ|(Γ). In this case each vertex is labelled by a singleton, so the set of
vertices of Tτ is in one-to-one correspondence with VΓ. We shall denote by Vτ,v the
unique element of τ such that the vertex of Tτ corresponding to the subset Vτ,v is v.
We shall call a pair v < w of vertices of Γ a descent of τ [46] if v is a child of w in
Tτ . We denote by Des(τ) the set of descents of τ . The importance of this notion for
our purposes is explained by a result of [46] stating that for any finite simple graph
Γ, the h-polynomial of PΓ is given by the formula

hPΓ(t) =
∑

τ∈N+
|VΓ|(Γ)

t| Des(τ)|,

which refines the formula dimH•(WC(Γ)) = |N+
|VΓ|(Γ)| and gives a useful hint on how

to proceed.
We shall now construct a “reduction” map from the set N+

|VΓ|(Γ) of “maximal nested
sets” to normal monomials that we shall denote by τ 7→ τ red and an “induction” map
from normal monomials to maximal nested sets that we shall denote by ω 7→ ωind.

The reduction of τ is defined by the formula
τ red := τ ∖ {Vτ,v | (v, w) ∈ Des(τ)}.

To define induction, we consider, for a normal monomial ω ∈ |N+(Γ)|, the correspond-
ing tree Tω. Let us consider all T ∈ ω for which |λ(T )| > 1 and choose a maximal (by
inclusion) element T from this set. Let v be the minimal (with respect to the order on
VΓ) vertex of λ(T ). There is a unique minimal (by inclusion) element T ′ containing
v that is compatible with the nested set ω: it is the union of {v} with all sets S to
which {v} ∪S ∈ GΓ. We add T ′ to ω, and repeat the same procedure until we obtain
an element of |N+(Γ)| for which |λ(T )| = 1 for all T , in other words, an element of
N+

|VΓ|(Γ). We denote that element by ωind and call it the induced maximal nested set.

Lemma 6.8.
(1) For any τ ∈ N+

|VΓ|(Γ), τ red is a normal monomial.
(2) For any ω ∈ N+(Γ), we have (ωind)red ⊂ ω.
(3) For any normal monomial ω ∈ N+(Γ), we have (ωind)red = ω.

Proof. Let us start with the first assertion. Suppose that τ red is not a normal mono-
mial, that is, it is divisible by a leading term of our relations. We note that it is
enough to consider the particular case where τ has the maximal possible number of
descents, that is |VΓ| − 2: removing the elements that contain the outer element set
of the leading term, or are contained in the inner element of the leading term, or are
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disjoint from either of them will not impact the argument. We are therefore left with
the case where the result of reduction is a quadratic monomial; let us show that it
is normal. There are two possibilities: Vτ,max(VΓ) = VΓ and Vτ,max(VΓ) ̸= VΓ. In the
latter case, Vτ,max(VΓ) is never deleted in the reduction process, and hence is the only
nontrivial element of τ red, which is therefore a normal monomial. In the former case,
let T be the only nontrivial element of τ red, and let v ∈ λ(T ). As T survived the
reduction process, there is a vertex w < v, w ̸∈ T such that T ∪ {w} ∈ GΓ. But if our
monomial were not normal, then T would necessarily contain w, a contradiction.

Let us now establish the second assertion. For each v ∈ VΓ, we consider the corre-
sponding element Vωind,v. We shall show that if Vωind,v survives the reduction process,
then it is an element of ω. Let w be the vertex for which Vωind,w is the smallest
element strictly containing Vωind,v. Note that w ∈ λ(Vωind,w). If Vωind,v survives the
reduction process, we must have w < v. If Vωind,v was created during the induction
process, then v was at some point the minimal element of λ(T ) for some T . However,
as v ∈ Vωind,w, for every T such that v ∈ λ(T ) we also have w ∈ λ(T ), and so v can
never be minimal. Hence Vωind,v must be an element of ω in the first place.

Let us prove the last assertion. By contraposition, we have to prove that if
(ωind)red ̸= ω, then the monomial ω is not normal, so that there is an element T of
ω that is deleted in the reduction process. Without loss of generality, no subset of T
belongs to ω. Let T ′ be the cardinality-minimal element of ω strictly containing T .
Let S denote the set of elements of T ′ that are connected to an element of T by an
edge of Γ. Since T is deleted in the reduction process, the minimal element of S is
greater than the free vertex of T in ωind. For all u ∈ S except for the only element of
λ(T ′) in Tωind , the element Vωind,u cannot survive the reduction process, and hence
u is greater than the only element of λ(T ) in Tωind . As no subset of T belongs to ω,
that latter element is precisely max(T ), and hence the two elements {T, T ′} give a
divisor of ω that is a leading term of an element of our Gröbner basis. □

These results together imply that for each component of the free reconnectad, the
number of monomials supported at Γ that are normal with respect to our Gröbner
basis of grHyperComf does not exceed |N+

|VΓ|(Γ)|. Indeed, for each such monomial ω,
we have (ωind)red = ω, so the induction is injective. According to Proposition 5.25,
this implies that

dim grHyperCom(Γ) ⩽ dimH•(WC(Γ)),
so the previously constructed surjection must be an isomorphism. □

6.4. Geometrical proof of the Koszul property. Similarly to the proof of
Getzler in the case of the operad HyperCom [31], one can prove the Koszul prop-
erty of the reconnectad H•(WC) more geometrically, illustrating the general slogan
that “operadic structures arising from compactifications with normal crossing divi-
sors are Koszul, and the Koszul duality is the duality between the open part and the
compactification”.

Proposition 6.9. The reconnectad H•(WC) is Koszul.

Proof. According to [15], if a smooth projective complex algebraic variety M is rep-
resented as M = U ⊔ D where D is a normal crossing divisor D with components
D1,. . . , DN , one can define the sheaf of logarithmic differential forms E•

M (logD)

H•(U) ∼= H•(M, E•
M (logD)),

and there is the Deligne spectral sequence

E−p,q
1 = H−2p+q(Dp, ϵp) ⇒ E−p,q

∞ = grWH−p+q(U)
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where
Dp =

⊔
i1<···<ip

Di1 ∩ · · ·Dip
,

and ϵp is the locally constant line bundle which over the component Di1 ∩· · ·Dip
is the

sign representation of the group of permutations of i1, . . . , ip placed in homological
degree p.

In our case, if we take M = XC(Γ) and U = XC(Γ, {VΓ}), the components of D
are indexed by elements VΓ ̸= T ∈ GΓ, and the intersections Dp are indexed by the
set N+

p+1(Γ) ⊂ N+(Γ) consisting of elements of N+(Γ) of cardinality p+ 1 elements,
therefore

H−2p+q(Dp, ϵp) =
⊕

τ∈N+
p+1(Γ)

H−2p+q(B(Γ, τ), ϵp).

The differential d1 of the spectral sequence is the composition⊕
τ∈N+

p+1(Γ)
H−2p+q(B(Γ, τ), ϵp)

⊕
τ∈N+

p (Γ)
H−2p+2+q(B(Γ, τ), ϵp)

⊕
τ∈N+

p+1(Γ)
H2(|VΓ|−1)−q(B(Γ, τ), ϵp)

⊕
τ∈N+

p (Γ)
H2(|VΓ|−1)−q(B(Γ, τ), ϵp)

PD PD

where the vertical arrows are induced by the Poincaré duality, and the horizontal ar-
row is induced by inclusions of strata. Thus, we see that the first page of the Deligne
spectral sequence computes the homology of the bar construction of the reconnectad
H•(WC). Note that the appearance of ϵp corresponds to the fact that the bar con-
struction is the cofree coreconnectad on the shift sH•(WC). Since the mixed Hodge
structure of Hp(XC(Γ, {VΓ})) = Hp((C×)VΓ/C×) is manifestly pure of weight 2p, we
have

E−p,q
2 =

{
Hp(XC(Γ, {VΓ})), if q = 2p,

0, otherwise.
This implies that the reconnectad H•(WC) is Koszul, as required. □

As a consequence of this result, one can see that the Koszul dual reconnectad
grGrav has another geometric construction, with the underlying graphical collec-
tion {H•+1(XC(Γ, {VΓ}))} and the reconnectad structure arising from the so called
“Poincaré residues” [15].
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