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Abstract A discrete-time quantum walk is the quantum analogue of a Markov chain on a graph. We show that the evolution of a general discrete-time quantum walk that consists of two reflections satisfies a Chebyshev recurrence, under a projection. We apply this to study perfect state transfer in a model of discrete-time quantum walk whose transition matrix is given by two reflections, defined by the face and vertex incidence relations of a graph embedded in an orientable surface, proposed by Zhan [J. Algebraic Combin. 53(4):1187–1213, 2020]. For this model, called the vertex-face walk, we prove results about perfect state transfer and periodicity and give infinite families of examples where these occur. In doing so, we bring together tools from algebraic and topological graph theory to analyze the evolution of this walk.

1. Introduction

Quantum computing gives rise to many interesting applications of combinatorics; in this paper, we bring together ideas from algebraic and topological graph theory to study properties, including state transfer and periodicity, of a model of quantum walk which takes place on an embedded graph. Like their continuous-time counterpart, discrete-time quantum walks are computational primitives; [21] shows that the discrete-time quantum walk is able to implement the same universal gate set and thus any quantum algorithm can be viewed as a discrete-time quantum walk. See [25] for connections between quantum walks and quantum search. In recent papers and a recent book, Godsil and Zhan [16, 31, 17] describe the various models of discrete-time quantum walks and apply techniques from algebraic graph theory to study properties of the evolution of these walks. In this paper, we prove a result about a general model of discrete walks, where the transition matrix consists of two reflections, as well as results about perfect state transfer and periodicity in one specific model, the vertex-face model.

The quantum walks studied here are discrete-time and they are built from two reflections; the transition matrix $U$ is of the form

$$U = (2P - I)(2Q - I),$$

where $P, Q$ are the orthogonal projectors onto two subspaces, as defined in [22]. These walks are referred to as bipartite walks in [5] and are a general model of quantum walk which encompasses the walks defined by Szegedy in his seminal paper [28] and also includes the vertex-face walks which are the focus of this paper. In the field of quantum algorithms, study of this model is motivated by the folklore fact that implementing...
Figure 1. The vertex-face walk on the toroidal \((4,4)\)-grid. Each diagram consists of the \(4 \times 4\) grid (which is isomorphic to \(C_4 \square C_4\)) embedded in the torus, shown here as a cut-open torus, where the opposite sides are identified; for visual simplicity, we have omitted the labels on the boundary of the torus. The state space of the walk is indexed by the set of arcs. Here we represent the amplitude of each arc by using opacity for magnitude and colours (red, blue) for the sign (positive, negative, resp.). The walk admits periodicity at time 12.

This model is only as hard as implementing measurements in the vector spaces onto which \(P\) and \(Q\) project; an example of a precise formulation of this occurs in [20, Claim 3.16]. For background on the role of discrete-time quantum walks in quantum algorithms, we refer to [27, 2]. We will defer the definition of the vertex-face walk until Section 3; intuitively, the walk evolves on a graph embedded in an orientable surface (also known as a map) and the transition matrix has the property that \(P\) and \(Q\) are the projections onto vector spaces determined by incidence relations of arcs with faces and vertices, respectively. In [24, 12, 1], the quantum walk corresponding to their spatial quantum search corresponds, in some way, to the vertex-face walk on the toroidal grids. This provided the motivation for the definition of the vertex-face model in [31]. In this work, we build upon these ideas; we provide rigorous definitions of the incidence matrices, using more context in topological graph theory, and eventually revisit the toroidal grids.

Figure 1 shows the evolution of the vertex-face walk on the toroidal \((4,4)\)-grid; the visualisation of these walks, as processes on embedded graphs, is one of the advantages of the vertex-face walk. One of the reflections of this model, defined by the arc-vertex incidence matrix, is common to multiple models of discrete quantum walks, including that of Szegedy in [28]. The second reflection is the analogous object, in the dual of the embedded graph. This allows us to use tools from topological graph theory. In particular, the census of highly symmetric maps of Conder [9] provides a plethora of examples, which is important for a new concept in a nascent field.
We describe computations that we have performed on the census in Section 8. The main observation from these computations is that, occasionally, some power of the transition matrix $U$ is equal to the identity matrix; we only observed this behaviour for $U^t$ where $t = 1, 2, 6, 12$. Sections 5 and 7 are devoted to explicating this behaviour. We lay the foundation for the establishment of relations between topological properties and properties of the quantum walk, which we discuss further in Section 9.

We will now give an intuitive description of the quantum walk properties studied herein, and defer rigorous definitions until Section 4. In Figure 1, we see that the states at times $t = 0$ and $t = 12$ are identical; this behaviour is called periodicity. If the state had moved to the same distribution, but at another vertex, it would be an example of perfect state transfer. Though state transfer and periodicity have been studied in continuous-time quantum walks in a combinatorial setting, see [15, 10, 14] for examples, it is a relatively unexplored topic for bipartite walks and for the vertex-face walk in particular, though some recent papers have appeared; for example, pretty good state transfer in discrete quantum walks has been studied in [4]. The relationship between continuous and discrete quantum walks is explicated in [6]. We make our own contribution by establishing some fundamental properties of state transfer in the vertex-face model of discrete-time quantum walks, with some analogous theorems to those for continuous-time quantum walks.

We now give a summary of the main results in this paper. First, we consider the general model of discrete-time quantum walks and we give a surprising Chebyshev recurrence for its evolution with respect to one of the reflections, in Theorem 4.1. By applying this recurrence to the vertex-face walk, we establish fundamental properties of perfect state transfer in Theorem 4.5. We show that, loosely speaking, if the walk admits perfect state transfer everywhere, then it also admits periodicity and has the property that there is some $\tau > 0$ such that $U^\tau = I$. We give new examples of perfect state transfer in infinite families of embeddings (dipoles and grids). Finally, we fully characterise embeddings for which $U^\tau = I$ for $\tau = 1, 2, 6$ or $12$, which is partially supported by our results.

We now discuss the organisation of this paper. Since the vertex-face walk takes place on a cellularly embedded graph, and is defined with incidence matrices which are not standard in the literature, we give the necessary preliminaries on maps in Section 2. In Section 3, we give the formal definition of the vertex-face quantum walk. In Section 4, we prove a general result about a Chebyshev recurrence for discrete-time quantum walks, and apply it in the specific model, the vertex-face walk, to prove our main results on perfect state transfer. We move to more symmetric maps in Section 5 and establish the connection between perfect state transfer, periodicity and maps for which some power of the transition matrix equals the identity matrix. We then give three infinite families of examples of perfect state transfer in Section 6. In Section 7, we work towards proving a conjecture on periodicity in orientably-regular maps. Since the vertex-face walk is a relatively new concept and not many examples are well-understood, we performed computations pertaining to our main results on the census of regular maps, as given by Conder in [8], in Section 8, to gain intuition on the behaviour these walks. Finally, we conclude with open problems in Section 9.

2. Preliminaries

Before we can give the formal definition of a vertex-face walk, we have to refresh our definitions and notation for graph embeddings. The vertex-face walk is defined for a graph embedded in an orientable surface, using the incidence relations between
its vertices, faces and edges. We allow graphs to have loops and parallel edges; we will use ‘graph’ and ‘multigraph’ interchangeably. At the end of the section, we turn our attention to automorphisms of maps and define (orientably-)regular maps, which provide a broad class of examples that can be searched computationally in order to gain intuition on vertex-face walks.

We consider cellular embeddings of graphs on orientable surfaces. A map is a 2-cell embedding of a connected graph into a compact, connected surface. Loosely speaking, the faces of a 2-cell embedding are homeomorphic to disks and the embedding determines the surface, which allows us to conflate properties of the underlying surface with the map itself. For background on maps, surfaces and topological graph theory, we refer the reader to [18] and [23].

A map is completely determined by its facial boundary walks. A map is orientable if the underlying surface is orientable. In this paper, we will exclusively consider orientable maps and will often write ‘map’ instead of ‘orientable map’ for convenience. The number of handles is called the genus of the surface. The genus g of an orientable map is equal to the genus of its underlying surface and satisfies Euler’s formula:

$$|V| - |E| + |F| = 2 - 2g,$$

where $V$, $E$ and $F$ are respectively the sets of vertices, edges and faces of the map.

In an orientable surface, we can make a consistent distinction between a ‘clockwise’ and an ‘anticlockwise’ orientation. For each vertex of an orientable map, we can give a cyclic ordering of the edges and faces incident to that vertex, using the clockwise order in which these edges and faces are attached to that vertex. For example, for $v_1$ of the embedded digon in Figure 2, the order is $(e_1, f_1, e_2, f_2)$. The subsequence of edges is said to be the rotation of the vertex and the set of all rotations forms the rotation system of the map. Every orientable map is, up to homeomorphism, uniquely defined by its rotation system. Note that every edge $e$ appears twice in the rotation system; if $e$ is a loop, it will appear twice in the rotation of a single vertex. With the clockwise orientation, the edges incident to a face can be ordered similarly; the facial walk is the alternating sequence of incident vertices and edges in the clockwise order in which they appear on the boundary of that face. For the example shown in Figure 2, the facial walk of $f_1$ of $X_2$ is given by $(v_1, e_1, v_2, e_2)$. Note that a face (resp. vertex) can appear more than once on the same rotation (resp. facial walk) (Figure 5 illustrates this).

The dual $X^*$ of a map $X$ is the map whose vertex set is the set of faces of $X$, whose edge set is equal to that of $X$, and whose rotation system is given by the set of facial walks of $X$. Note that the dual is also a 2-cell embedding in the same surface. Figure 2 depicts the digon (left) and its dual (right) embedded in the sphere (genus 0). We will denote the digon by $X_2$. We have $V = \{v_1, v_2\}$, $E = \{e_1, e_2\}$ and $F = \{f_1, f_2\}$. Note that $X_2$ is self-dual: there exist bijections $V \rightarrow F$ and $E \rightarrow E$ that preserve the incidence structure of the map. (In particular, the graphs underlying the map and its dual are isomorphic.)
The (vertex-)degree of a vertex is the number of edges in its rotation. Note that each loop contributes 2 to the degree of the vertex that it is attached to. Likewise, the (face-)degree of a face is the number of edges in its facial walk. If an edge appears twice in the facial walk (which implies that it is a loop in the dual), then it contributes 2 to the face-degree. A type \((k,d)\) map is a map where every vertex has degree \(d\) and every face has degree \(k\). The dual of a type \((k,d)\) map is a type \((d,k)\) map. The map \(X_2\) is a type \((2,2)\) map.

Let \(X\) be a map and assume, at first, that both \(X\) and its dual have no loops. A flag of \(X\) is defined as a triple \((v,e,f)\) of a vertex \(v\), an edge \(e\) and a face \(f\) of \(X\) that are all pairwise incident to each other. The set of all flags is denoted by \(F\) and we have \(|F| = 4|E|\), as every edge is incident to four distinct flags. For example, in Figure 3, the green triangle represents the flag \((u,e,f)\). In the example in Figure 2, the flags are formed by all possible triples:

\[(v_1,e_1,f_1), (v_1,e_2,f_2), (v_1,e_1,f_2), (v_2,e_2,f_1), (v_2,e_1,f_1), (v_2,e_2,f_2).\]

Since \(X\) is orientable, we can make a distinction between flags that are clockwise and flags that are anticlockwise, by the direction in which the flag ‘points’. More precisely, we say that a flag \((v,e,f)\) is clockwise (resp. anticlockwise) if, in the clockwise (resp. anticlockwise) orientation of the facial walk of \(f\), the edge \(e\) follows \(v\). In Figure 3, the blue and red flags are the clockwise flags, and the green and yellow flags are oriented anticlockwise. The clockwise flags in Figure 2 are

\[(v_1,e_1,f_1), (v_1,e_2,f_2), (v_2,e_2,f_1), (v_2,e_1,f_2).\]

Given an orientable map \(X\), we can, for every non-loop edge, add a pair of arcs pointing in opposite directions, and positioned on opposite sides of that edge. As such, each arc lies inside a face of \(X\). Because of the orientability of \(X\), this can be done in such a way that each arc is pointed in the direction of the facial walk of its corresponding face. We denote the set of arcs by \(A\). In Figure 4, the arcs of \(X_2\) are depicted.

For our initial definition of a flag, we assumed that both \(X\) and its dual have no loops. In that case, there is a clear 1-1 correspondence between the arcs of \(X\) and its clockwise flags. For example, in Figure 4, the arc \(a_1\) corresponds to the flag \((v_2,e_1,f_2)\); the tail of \(a_1\) is \(v_2\), and the arc lies inside \(f_2\), alongside the edge \(e_1\). If \(X\) or its dual \(X^*\) has a loop, however, we require a more abstract definition which allows for multiple flags to be incident to the same triple \((v,e,f)\). We define the set of flags \(\mathcal{F}\) to be an abstract set with an incidence function \(\phi : \mathcal{F} \to V \times E \times F\), such that every edge \(e\) is incident to four unique flags. Intuitively, we would like the four flags shown in

\[\text{Figure 3. The coloured triangles represent the flags that are incident to the edge } e. \text{ The blue and red flags are the clockwise flags. The arced arrows indicate the clockwise orientations of the facial walks.}\]
Figure 4. The arcs of $X_2$. Note that the spaces between arcs $a_1$ and $a_2$ and between arcs $a_3$ and $a_4$ do not depict new faces; rather, each arc lies inside $f_1$ or $f_2$.

Figure 5. One vertex with two loops embedded in the torus, shown as a cut-open torus. It has 8 flags. The rotation around $v$ is given by $(e_1, f, e_2, f, e_1, f, e_2, f)$ and the facial walk of $f$ is $(e_1, v, e_2, v, e_1, v, e_2, v)$.

Figure 3 to be distinct objects. Figure 5 shows a graph consisting of a single vertex with two loops attached, embedded as an orientable map on the torus. It has a single vertex $v$ and a single face $f$, so $|V \times E \times F| = 2$. The flags $f_1, f_4, f_5$ and $f_8$ are incident to the triple $(v, e_1, f)$ and the flags $f_2, f_3, f_6$ and $f_7$ are incident to $(v, e_2, f)$. The clockwise flags are $f_1, f_3, f_5$ and $f_7$, and they correspond to the arcs of the map.

Given an orientable map $X$, we need to define several incidence matrices; the state space for the quantum walk that we study is indexed by the set of arcs of the map. For an arc $a \in A$, let $v(a)$ be the tail vertex of $a$, let $f(a)$ be the face in which $a$ lies, and let $e(a)$ be the edge along which $a$ lies. (Alternatively, $(v(a), e(a), f(a))$ is the incident triple for the corresponding clockwise flag.) We define the arc-vertex incidence matrix $N \in \{0, 1\}^{A \times V}$, the arc-face incidence matrix $M \in \{0, 1\}^{A \times F}$ and the arc-edge incidence matrix $L \in \{0, 1\}^{A \times E}$ as follows:

$$N(a, v) = \begin{cases} 1 & \text{if } v = v(a); \\ 0 & \text{otherwise,} \end{cases} \quad M(a, f) = \begin{cases} 1 & \text{if } f = f(a); \\ 0 & \text{otherwise,} \end{cases}$$

and

$$L(a, e) = \begin{cases} 1 & \text{if } e = e(a); \\ 0 & \text{otherwise.} \end{cases}$$
The incidence matrices for $X^*$ (with the same set of arcs $A$) are obtained by reversing the roles of $N$ and $M$. Note that these are different incidence matrices from those often considered in the literature; these incidence matrices capture incidence relations on arcs, instead of incidence relations on edges. For the map $X_2$, the matrices can be written down explicitly as follows:

$$
N = \begin{bmatrix}
0 & 1 \\
1 & 0 \\
0 & 1 \\
1 & 0
\end{bmatrix}, \quad M = \begin{bmatrix}
0 & 1 \\
1 & 0 \\
1 & 0 \\
0 & 1
\end{bmatrix}, \quad L = \begin{bmatrix}
1 & 0 \\
0 & 1 \\
0 & 1 \\
0 & 1
\end{bmatrix}.
$$

For any arc $a \in A$, we denote by $\overleftarrow{a}$ the unique other arc incident to the edge $e(a)$; that is, $\overleftarrow{a}$ is the arc going in the opposite direction from $a$. For instance, in Figure 4, $\overleftarrow{a_1} = a_2$. The arc-reversal matrix $R \in \{0, 1\}^{A \times A}$ is the permutation matrix that swaps each such pair of arcs: it is defined by

$$
R(a, b) = \begin{cases} 
1 & \text{if } \overleftarrow{a} = b; \\
0 & \text{otherwise}.
\end{cases}
$$

Alternatively, we can write $R = LL^T - I$. In the case of our example $X_2$, the matrix $R$ is given by

$$
R = I_2 \otimes \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}.
$$

Let $D \in \mathbb{C}^{V \times V}$ be the diagonal matrix for which the diagonal $(v, v)$-entry is equal to the degree of the vertex $v$. Similarly, let $\Delta \in \mathbb{C}^{F \times F}$ be the diagonal matrix for which the diagonal $(f, f)$-entry is equal to the degree of the face $f$. The following properties hold:

1. $N^T N = D$, $L^T L = 2I$ and $M^T M = \Delta$;
2. $N^T RN = A(X)$ and $M^T RM = A(X^*)$;

Here, $A(X)$ denotes the adjacency matrix of the graph underlying the map $X$. The properties in (1) are trivial. Equations similar to the equation on the left in (2) are easily derived and have appeared in other texts (although they often involve edge-vertex incidences, rather than arc-vertex incidences), see for instance [13]. The equation on the right then follows from duality.

The matrix $C := N^T M$ is the vertex-face incidence matrix of $X$; the $(v, f)$-entry of $C$ is equal to the number of times that the vertex $v$ appears on the facial walk of $f$. If we had defined the facial walks to be oriented in the anticlockwise direction, then $RM$ would have been the arc-face incidence matrix of the map, but the entries of $C$ do not depend on the orientation, hence

$$
N^T RM = N^T M.
$$

An orientable map $X$ has incidence multiplicity $\alpha$ if, whenever a vertex appears on the facial walk of a face, it appears on that face exactly $\alpha$ times. Equivalently, $X$ has incidence multiplicity $\alpha$ if all non-zero entries of $C$ are equal to $\alpha$. If $\alpha = 1$ and all facial walks have length at least 3, then we say that $X$ is circular; in this case, every facial walk is a cycle in the graph underlying $X$. For the example $X_2$ of the embedded digon, we have

$$
C = \begin{bmatrix}
v_1 & 1 & 1 \\
v_2 & 1 & 1
\end{bmatrix}.
$$
and thus $X_2$ is an example of a map with incidence multiplicity 1, but it is not circular.

By construction, each of the matrices $N$ and $M$ has pairwise orthogonal columns. For the vertex-face quantum walk we need to consider the normalized versions of these incidence matrices; we define

$$
\hat{N} := ND^{-\frac{1}{2}} \quad \text{and} \quad \hat{M} := M\Delta^{-\frac{1}{2}}
$$

to be the normalized arc-vertex and arc-face incidence matrices, respectively. The sets of columns of $\hat{N}$ and $\hat{M}$ form orthonormal bases for the column spaces of $N$ and $M$ respectively. From (1) and (3), we obtain the following identities:

\begin{align*}
(4) \quad \hat{N}^T \hat{N} &= \hat{M}^T \hat{M} = I; \\
(5) \quad \hat{N}^T R \hat{M} &= \hat{N}^T \hat{M}.
\end{align*}

We also define

$$
\hat{C} := \hat{N}^T \hat{M} = D^{-\frac{1}{2}} C\Delta^{-\frac{1}{2}}
$$

to be the normalized vertex-face incidence matrix.

An automorphism of a map $X$, orientable or non-orientable, is a permutation of the flags of $X$ that preserves all incidences between flags, vertices, edges and faces. We denote the group of automorphisms of $X$ by $\text{Aut}(X)$. Every automorphism is completely determined by the image of any single flag. Thus if the action of $\text{Aut}(X)$ on $F$ is transitive, it is regular. In that case, we say that $X$ is a (fully) regular map. Specifically, if such a map $X$ is orientable, it is called reflexible. If $X$ is orientable and the action of $\text{Aut}(X)$ on the flags has two orbits (instead of one), which are the sets of clockwise and anticlockwise flags, then $X$ is a chiral map. An orientably-regular map is an orientable map that is either reflexible or chiral. Though some definitions vary among the literature, our nomenclature is consistent with the census of regular maps \cite{8, 9}, which we used for our computations in Section 8.

Each automorphism of $X$ induces permutations of the vertices, edges and faces, preserving incidences. We record these in the following proposition, for use in later sections.

**Proposition 2.1.** Suppose that $\pi$ is an automorphism of $X$ and write $\pi_A, \pi_V, \pi_E$ and $\pi_F$ for the permutation matrices that correspond to the action of $\pi$ on the sets of clockwise flags, vertices, edges and faces of $X$ respectively. Then

\begin{enumerate}
  \item[(i)] $\pi_A N = N\pi_V$;
  \item[(ii)] $\pi_A L = L\pi_E$; and
  \item[(iii)] $\pi_A M = M\pi_F$. \hfill \Box
\end{enumerate}

Clearly, the actions of $\text{Aut}(X)$ on the sets $V$, $E$ and $F$ are transitive if $X$ is orientably-regular.

With these preliminaries in mind, we will retain the definitions of $M, N, R$ and $A$ for a map $X$ for the rest of the paper, unless specifically stated otherwise.

### 3. Vertex-face quantum walk

In this section, we define the vertex-face quantum walk and state the existing results.

Suppose that $X$ is an orientable map, and that $N$ is its arc-vertex incidence matrix and $M$ its arc-face incidence matrix. Let $Q, P \in \mathbb{C}^{A \times A}$ be the orthogonal projections onto the column spaces of $N$ and $M$ respectively. Note that we can write

$$
Q = \hat{N}\hat{N}^T \quad \text{and} \quad P = \hat{M}\hat{M}^T,
$$

where $\hat{N}$ and $\hat{M}$ are the respective normalized incidence matrices, because the columns of $\hat{N}$ and $\hat{M}$ form respective orthonormal bases for $\text{col}(N)$ and $\text{col}(M)$. We speak of
the column spaces of $N$ and $\hat{N}$ interchangeably, and do the same for $M$ and $\hat{M}$. For readability we will often, if possible, use just $N$ and $M$ instead of their normalized versions. For instance, if $X$ is a type $(k, d)$ map, we can write

$$Q = \frac{1}{d}NN^T \quad \text{and} \quad P = \frac{1}{k}MM^T.$$  

For our example of the embedded digon $X_2$, as defined in the previous section, the matrices $Q$ and $P$ are given as follows:

$$Q = \frac{1}{2} \begin{bmatrix} 1 & 0 & 1 & 0 \\ 0 & 1 & 0 & 1 \\ 1 & 0 & 1 & 0 \\ 0 & 1 & 0 & 1 \end{bmatrix} \quad \text{and} \quad P = \frac{1}{2} \begin{bmatrix} 1 & 0 & 1 & 0 \\ 0 & 1 & 1 & 0 \\ 0 & 1 & 1 & 0 \\ 1 & 0 & 0 & 1 \end{bmatrix}.$$

Let $U \in \mathbb{C}^{A \times A}$ be the unitary matrix defined by

$$U = (2P - I)(2Q - I).$$

That is, $U$ is the product of the reflections through the column spaces of $M$ and $N$. The vertex-face (quantum) walk on $X$, given an initial state $|\psi\rangle \in \mathbb{C}^A$, is given by the sequence $(U^t|\psi\rangle)_{t \in \mathbb{Z}}$, and $U$ the transition matrix of the vertex-face walk on $X$, or ‘transition matrix of $X$’ for short. Note that all of the matrices involved have real entries. The transition matrix for the dual map is given by

$$(2Q - I)(2P - I) = U^T,$$

which is the inverse of $U$, since $U^* = U^T$. We note that we have made an arbitrary decision, following Zhan [31], to use the clockwise flags; one can derive a more formal correspondence between the use of clockwise and anticlockwise flag using equation (5).

For the map $X_2$ whose arcs are shown in Figure 4, we can compute that

$$U = I_2 \otimes \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix},$$

and thus $U^2 = I$; in this case the vertex-face walk will alternate between two states. Various characterisations of maps for which the transition matrix $U$ satisfies $U^2 = I$ are given in Lemma 7.2.

To give a more visual example, we consider the Heawood graph embedded on the torus, whose dual is $K_7$. See Figure 6. Let $|\psi\rangle$ be the state consisting of the uniform superposition of the out-going arcs of vertex 6; that is $|\psi\rangle = \hat{N}e_6$. Similarly, let $|\phi\rangle := \hat{N}e_4$ be the state consisting of the uniform superposition of the out-going arcs of vertex 4. The probability of measuring at $|\phi\rangle$ at time $t$ with initial state $|\psi\rangle$ is given by $|\langle \phi|U^t|\psi\rangle|^2$. The plot on the right side of Figure 6 shows this probability for $t = 0, \ldots, 49$.

The following result about the 1 and $(-1)$-eigenspaces of $U$ is due to [22] for general quantum walks and appears as [31, Theorems 3.1, 3.3] for vertex-face walks. Recall that $C = N^TM$.

**Theorem 3.1.** [31] Let $U$ be the transition matrix for the vertex-face walk of an orientable map $X$.

(i) The 1-eigenspace of $U$ is

$$(\text{col}(M) \cap \text{col}(N)) \oplus (\text{ker}(M^T) \cap \text{ker}(N^T))$$

and has dimension $|E| + 2g$. The first subspace in this direct sum is

$$\text{col}(M) \cap \text{col}(N) = \text{span}\{1\}.$$
Figure 6. An embedding of the Heawood graph on the torus with the out-arcs at vertices 6 and 4 distinguished.

(ii) The \((-1)\)-eigenspace of \(U\) is

\[
(\col(M) \cap \ker(N^T)) \oplus (\ker(M^T) \cap \col(N))
\]

and has dimension \(|V| + |F| - 2 \rk(C)|.

\[\square\]

We see that the all-ones vector \(1\) is always in the \(1\)-eigenspace of \(U\), so the \(1\)-eigenspace is non-trivial. Note that the expression for the dimension of the \((-1)\)-eigenspace is always nonnegative. This space is trivial only if the number of vertices of the map equals the number of faces:

**Corollary 3.2.** If \(-1\) is not an eigenvalue of \(U\), then \(|V| = |F|\).

**Proof.** If \(-1\) is not an eigenvalue of \(U\), then the dimension of its \((-1)\)-eigenspace’ is 0. By Theorem 3.1(ii), this implies that

\[|V| + |F| = 2 \rk(C).\]

Since the rank of \(C\) is at most \(\min(|V|, |F|)\), we must have \(|V| = |F|\). \[\square\]

As \(U\) is real and unitary, eigenvalues other than \pm 1 come in conjugate pairs and lie on the unit circle. (Theorem 3.1 implies that there are \(\rk(C) - 1\) such pairs, with multiplicity.) The following result describes how these eigenvalues arise from a smaller matrix whose rows and columns are indexed by the vertex set; \(\hat{C} \hat{C}^T = \hat{N}^T P \hat{N}\), where \(\hat{C} = \hat{N}^T \hat{M}\). As shown in [31], the eigenvalues of \(U\) can be expressed in terms of the eigenvalues of this matrix. To better facilitate our results, we give a restatement of their result as a decomposition of the space \(\mathbb{C}^A\) into root spaces, along with the minimal polynomials of \(U\) over each root space, each of which has degree at most 2.

**Theorem 3.3.** [31] Let \(\{\hat{v}_i\}^{|V|}_{i=1} \subset \mathbb{C}^V\) be an orthogonal eigenbasis of \(\hat{C} \hat{C}^T\), with corresponding eigenvalues \(\hat{\lambda}_1, \ldots, \hat{\lambda}_{|V|}\). Then \(\mathbb{C}^A\) can be decomposed into a direct sum of orthogonal subspaces as follows:

\[
\mathbb{C}^A = \mathcal{K} \oplus \mathcal{W} \oplus \bigoplus_{i: \hat{\lambda}_i \notin \{0, 1\}} \mathcal{J}_i,
\]

where \(\mathcal{K}\) is the \(1\)-eigenspace and \(\mathcal{W}\) the \((-1)\)-eigenspace of \(U\), and where

\[
\mathcal{J}_i = \text{span}\{ \hat{N} \hat{v}_i, P \hat{N} \hat{v}_i \}, \quad i = 1, \ldots, |V|.
\]

If \(\hat{\lambda}_i \neq 0, 1\), the minimal polynomial of \(U\) over \(\mathcal{J}_i\) is given by

\[p_i(t) = t^2 - (4\hat{\lambda}_i - 2)t + 1.\]

\[\square\]
Note that if \(X\) is a type \((k,d)\) map (i.e. every vertex has degree \(d\) and every face has degree \(k\)), then \(\hat{C}\hat{C}^T = CC^T/(kd)\). As an example, let \(X\) be the \(2\times 3\) grid embedded in the torus. For this map, the eigenvalues of \(CC^T\) are as follows: \(\lambda_1 = \lambda_2 = \lambda_3 = 0\), \(\lambda_4 = \lambda_5 = 4\), and \(\lambda_6 = 16\). The eigenvalues of \(\hat{C}\hat{C}^T\) are then given by \(\hat{\lambda}_i = \lambda_i/16\) for all \(i\). Then \(\lambda_4, \lambda_5 \in (0,1)\), so that \(CA = K \oplus W \oplus J_{4} \oplus J_{5}\), where the \(1\)-eigenspace \(K\) of \(U\) has dimension 14 and the \((-1)\)-eigenspace \(W\) has dimension 6. The spaces \(J_{4}\) and \(J_{5}\) are two-dimensional subspaces over which \(U\) has minimal polynomial \(p_{4}(t) = p_{5}(t) = t^2 + t + 1\).

Indeed, the dimensions of these subspaces sum to \(|A| = 24\).

Recall that if a type \((k,d)\) map has incidence multiplicity \(\alpha\), then, whenever a vertex \(v\) is incident to a face \(f\), that vertex \(v\) is traversed exactly \(\alpha\) times by the facial walk of \(f\). In the following lemma, we generalize Lemma 2.3 from [31] from circular embeddings to type \((k,d)\) maps of any incidence multiplicity.

**Lemma 3.4.** If \(X\) is a type \((k,d)\) map with an incidence multiplicity \(\alpha\), then every diagonal entry of \(U\) is equal to

\[
\frac{4\alpha}{kd} - \frac{2}{k} - \frac{2}{d} + 1.
\]

Moreover,

\[
\text{tr}(U) = \frac{4\alpha|V|}{k} - 2|F| - 2|V| + |A|.
\]

**Proof.** We have \(Q = \frac{1}{d}NN^T\) and \(P = \frac{1}{k}MM^T\) because \(X\) has type \((k,d)\). It is not difficult to see that for all \(a,b \in A\):

\[
Q_{a,b} = \begin{cases} 
\frac{1}{d} & \text{if } v(a) = v(b); \\
0 & \text{otherwise,}
\end{cases}
\]

and

\[
P_{a,b} = \begin{cases} 
\frac{1}{k} & \text{if } f(a) = f(b); \\
0 & \text{otherwise,}
\end{cases}
\]

where \(v(c)\) and \(f(c)\) are respectively the vertex and face incident with the arc \(c\). This implies that

\[
(PQ)_{a,a} = \sum_{c \in A} P_{a,c}Q_{c,a} = \frac{\#\text{arcs incident to both } v(a) \text{ and } f(a)}{kd} = \frac{\alpha}{kd}.
\]

Since \(U\) can be written as

\[
U = 4PQ - 2P - 2Q + I,
\]

we find that for \(a \in A\):

\[
U_{a,a} = \frac{4\alpha}{kd} - \frac{2}{k} - \frac{2}{d} + 1
\]

and then

\[
\text{tr}(U) = |A| \cdot U_{a,a} = \frac{4\alpha|V|}{k} - 2|F| - 2|V| + |A|,
\]

by using that \(|A| = |F| \cdot k = |V| \cdot d\). \qed
4. Perfect state transfer

In this section, we define perfect state transfer for the vertex-face walk and give necessary and sufficient conditions for it to occur. In order to do this, we first work in a more general setting for discrete-time quantum walks and define an auxiliary sequence of matrices describing the walk, which satisfies a Chebyshev recurrence. Specifying to the vertex-face walk, we culminate in some fundamental properties in Theorem 4.5.

In the two-reflection model of a discrete-time quantum walk, the transition matrix $U$ is of the form

$$U = (2WW^* - I)(2VV^* - I),$$

where $W \in \mathbb{C}^{k,n}$ and $V \in \mathbb{C}^{k,m}$ are matrices with orthonormal columns (i.e. $W^*W = I_n$ and $V^*V = I_m$).

We now define an auxiliary sequence of matrices corresponding to $U$, which will allow us to work with Hermitian matrices. For all $t \in \mathbb{Z} \geq 0$, let

$$B_t := V^*U^tV.$$

We may view $B_t$ as the restriction of $U^t$ to the column space of $V$. Whereas $U$ is not usually Hermitian, the matrix $B_t$ is Hermitian for all $t$: $B_0 = I$ and, since $(2VV^* - I)$ acts as the identity on $V$, for $t > 0$, we can write

$$B_t = V^*((2WW^* - I)(2VV^* - I))^t V = V^*((2WW^* - I)(2VV^* - I))^{t-1} (2WW^* - I)V,$$

which is clearly Hermitian. In the following theorem, we show that the sequence $\{B_t\}_{t=0}^{\infty}$ satisfies the same recurrence as the Chebyshev polynomials of the first kind; for more background on Chebyshev polynomials, we refer to [26].

**Theorem 4.1.** For all $t \in \mathbb{Z}_{\geq 0}$, we have

$$B_t = T_t(B_1),$$

where $T_t$ is the $t$-th Chebyshev polynomial of the first kind.

**Proof.** Since $B_0 = I$, it suffices to show that $B_t$ satisfies the recursion

$$B_{t+1} = 2B_tB_1 - B_{t-1}.$$

In order to do so, define $D_t = V^*U^tWW^*V$, so that $D_0 = V^*WW^*V$. We claim that $B_t$ and $D_t$ satisfy

\[
\begin{cases}
B_{t+1} = 2D_t - B_t \\
D_{t+1} = 2B_{t+1}D_0 - D_t
\end{cases} \tag{6}
\]

for all $t \geq 1$. By applying the claim three times, we find

$$B_{t+1} = 2D_t - B_t = 4B_tD_0 - 2D_{t-1} - B_t = 4B_tD_0 - (B_t + B_{t-1}) - B_t = 2B_t(2D_0 - I) - B_{t-1} = 2B_tB_1 - B_{t-1},$$

for all $t \geq 1$, as desired. It remains to prove (6). Since $(2VV^* - I)V = V$, we find that

$$B_{t+1} = V^*U^t(2WW^* - I)V = 2V^*U^tWW^*V - V^*U^tV = 2D_t - B_t.$$
Finally, we have
\[
D_{t+1} = V^*U^*(2WW^* - I)(2VV^* - I)WW^*V \\
= 2V^*U^*(2WW^* - I)VV^*WW^*V - V^*U^*(2WW^* - I)WW^*V \\
= 2V^*U^+V*VV^*WW^*V - V^*U^WW^*V \\
= 2B_{t+1}V^*WW^*V - D_t \\
= 2B_{t+1}D_0 - D_t,
\]
where for the third equality, we used for the first term that \( V = (2VV^* - I)V \), and for the second term that \( (2WW^* - I)W = W \).

\( \square \)

Denote by \( e_u \) the \( u \)-th standard basis vector, so that \( Ve_u \) is the \( u \)-th column of \( V \).
We now use the recurrence to show symmetry for state transfer from \( Ve_u \) to \( Ve_v \) and \( Ve_v \) to \( Ve_u \).

**Lemma 4.2.** We have \( U^*Ve_u = Ve_v \) if and only if \( B_\tau(u,v) = B_\tau(v,u) = 1 \).

**Proof.** If \( U^*Ve_u = Ve_v \), then by multiplying both sides by \( e_v^*V^* \) on the left, we obtain
\[
B_\tau(u,v) = B_\tau(v,u) = e_v^*B_\tau e_u = 1
\]
since \( B_\tau \) is Hermitian. Conversely, if \( e_v^*B_\tau e_u = 1 \), then
\[
\langle Ve_v, U^*Ve_u \rangle = 1,
\]
and as both \( Ve_v \) and \( U^*Ve_u \) have unit length, this implies \( U^*Ve_u = Ve_v \).

\( \square \)

The matrices \( B_\tau \) allow us to connect when the quantum walk takes a specific uniform superposition at \( u \) to another vertex \( v \) with an algebraic property of the graph, which we will now define. Let \( M \) be a Hermitian matrix with rows and columns indexed by a set \( \Omega \), and let
\[
M = \sum_{r=0}^d \theta_r E_r
\]
be the spectral decomposition of \( M \). Then \( u, v \in \Omega \) are said to be strongly cospectral with respect to \( M \) if
\[
E_v e_u = \pm E_v e_u
\]
for all \( r = 0, \ldots, d \). Strongly cospectral vertices have been previously studied in the context of continuous-time quantum walks, where \( M \) is the adjacency matrix of a graph, see [3]. We obtain the following directly from Theorem 4.1.

**Corollary 4.3.** Let \( u, v \in \{1, \ldots, m\} \). Then the following hold:
\begin{enumerate}
  \item[(i)] \( U^*Ve_u = Ve_v \) if and only if \( U^*Ve_v = Ve_u \)
  \item[(ii)] If \( U^*Ve_u = Ve_v \), then \( u \) and \( v \) are strongly cospectral with respect to \( B_d \) for all divisors \( d \) of \( \tau \).
\end{enumerate}

**Proof.** Part (i) follows from Lemma 4.2 and the fact that \( B_t \) is symmetric for all \( t \).

For (ii), let \( d \) be any positive integer that divides \( \tau \). Let the following be the spectral decomposition of \( B_d \):
\[
B_d = \sum_{\theta} \theta F_\theta.
\]
By Theorem 4.1 and by the properties of \( T_\tau \) under composition (see [26, Exercise 1.1.6]), that
\[
B_\tau = T_\tau(B_1) = T_\tau(T_d(B_1)) = T_\tau(B_d),
\]
where \( \ell = \tau/d \). Since \( B_{\sigma}e_u = e_v \), we have for every eigenvalue \( \sigma \) of \( B_d \):

\[
F_{\sigma}e_v = F_{\sigma}B_{\sigma}e_u = F_{\sigma}T_{\ell}(B_d)e_u = F_{\sigma} \sum_{\theta} T_{\ell}(\theta)F_{\sigma}e_u = T_{\ell}(\sigma)F_{\sigma}e_u.
\]

Repeating the argument for \( F_{\sigma}e_u \), since \( B_{\sigma}e_u = e_u \), we see that \( F_{\sigma}e_u = T_{\ell}(\sigma)F_{\sigma}e_u \).

Thus, we find that

\[
F_{\sigma}e_u = T_{\ell}(\sigma)F_{\sigma}e_v = T_{\ell}(\sigma)^2 F_{\sigma}e_u
\]

and thus \( T_{\ell}(\sigma) \in \{\pm 1\} \) unless \( F_{\sigma}e_u = F_{\sigma}e_v = 0 \), and the result follows. \( \square \)

Now we will apply this idea to the vertex-face walk. Recall that for a map \( X \), the transition matrix \( U \) of \( X \) for the vertex-face walk is defined by

\[
U = (2P - I)(2Q - I),
\]

where \( P = \hat{M}\hat{M}^T \) and \( Q = \hat{N}\hat{N}^T \) are the projectors onto the column spaces of \( M \) and \( N \) respectively, and \( \hat{M} \) and \( \hat{N} \) are the normalized arc-face and arc-vertex incidence matrices. When we consider the evolution of a quantum system, we usually take the initial state to be a uniform superposition of all arcs incident to some vertex \( u \); in particular, we consider the state \( \hat{N}e_u \), where \( e_u \in \mathbb{C}^V \) is the elementary basis vector indexed by \( u \).

For vertices \( u,v \in V \), if

\[
U^\tau \hat{N}e_u = x,
\]

where \( x \in \mathbb{C}^A \) is a unit length vector that satisfies \( \hat{N}e_u \circ x = 0 \) for all \( w \neq v \) (i.e. \( x \) is any superposition of the arcs incident to \( v \)), then, if \( u,v \) are distinct, we say that there is perfect state transfer from \( u \) to \( v \) at time \( \tau \in \mathbb{Z}_{>0} \) and if \( u = v \), we say that \( X \) is periodic at the vertex \( u \) at time \( \tau \). For convenience, we will write \( uv \)-PST for perfect state transfer from \( u \) to \( v \).

By the following lemma, we can simplify the expression in (7) for such maps, using the same ideas as [17, Lemma 3.2.1] for the arc-reversal Grover walk on \( d \)-regular graphs. Note that, in the following lemma, the underlying graph is not necessarily \( d \)-regular, but the two involved vertices must have the same degree.

**Lemma 4.4.** Let \( X \) be a map and \( u,v \) be vertices of \( X \) with degree \( d \). Then there is \( uv \)-PST at time \( \tau \) if and only if

\[
U^\tau \hat{N}e_u = \hat{N}e_v.
\]

**Proof.** It is clear that if (8) holds, then there is \( uv \)-PST at time \( \tau \) by definition. For the converse, suppose that there is \( uv \)-PST at time \( \tau \), so that (7) holds for some appropriate \( x \). Note that \( \hat{N}e_u = \frac{1}{\sqrt{d}}\hat{N}e_u \) and that \( 1_A \) is an eigenvector of \( U^T \) with eigenvalue 1, where the latter is a consequence of Theorem 3.1, applied to the transition matrix \( U^T \) of the dual map. We have

\[
\sqrt{d} = \langle 1_A, \hat{N}e_u \rangle = \langle (U^T)^\tau 1_A, \hat{N}e_u \rangle = \langle 1_A, U^\tau \hat{N}e_u \rangle = \langle 1_A, x \rangle.
\]

Since \( x \) takes non-zero entries only on the arcs incident with \( v \), we have that \( \langle 1_A, x \rangle = \langle \hat{N}e_v, x \rangle \), whence we obtain that \( \sqrt{d} = \sqrt{d} \langle \hat{N}e_v, x \rangle \). Since both \( \hat{N}e_v \) and \( x \) have length 1, the equality \( \langle \hat{N}e_v, x \rangle = 1 \) implies that \( x = \hat{N}e_v \). \( \square \)

We note that, in the general case, there can only be \( uv \)-PST if the degree of \( v \) is at least the degree of \( u \); in the proof of Lemma 4.4, the general case yields

\[
\sqrt{d}(u) = \sqrt{d}(v) \langle \hat{N}e_v, x \rangle \leq \sqrt{d}(v)
\]

by Cauchy-Schwarz. We will restrict our attention to perfect state transfer between vertices of equal degree and we can take (8) to be the definition of \( uv \)-PST at time \( \tau \).
Perfect state transfer in quantum walks on orientable maps

For periodicity at a vertex $u$, (8) (with $u = v$) is equivalent to the original definition for any map, by Lemma 4.4.

As in the general case, we will consider, for $t \in \mathbb{Z}_{\geq 0}$, the matrix

$$B_t = \hat{N}^T U^t \hat{N}. $$

It follows directly from Lemmas 4.2 and 4.4 that there is $uv$-PST at time $\tau$ if and only if

$$B_{\tau}(u, v) = B_{\tau}(v, u) = 1,$$

and there is periodicity at $u$ at time $\tau$ if and only if $B_{\tau}(u, u) = 1$.

Though $B_{\tau}$ is not, in general, a stochastic matrix, we note that for all $t \in \mathbb{Z}_{\geq 0}$, the vector $w = (\sqrt{d(v)})_v$ is an eigenvector for $B_t$ with eigenvalue 1. In particular, if the graph underlying the map is $d$-regular, every row of $B_t$ sums to 1. In this setting, we have that $B_0 = I$, $B_1 = 2\hat{C}\hat{C}^T - I$, and $B_t = T_t(B_1)$ where $T_t$ is the $t$-th Chebyshev polynomial of the first kind, by Theorem 4.1.

We now apply our results from the general setting and we establish some fundamental properties of perfect state transfer in the vertex-face walk.

**Theorem 4.5.** Consider the vertex-face quantum walk on a map $X$, and let $u, v \in V(X)$ be distinct vertices of $X$. Assume that there is $uv$-PST at time $\tau \in \mathbb{Z}_{\geq 0}$. Then

(i) there is $uv$-PST at time $\tau$;
(ii) there is periodicity at both $u$ and $v$ at time $2\tau$;
(iii) there does not exist a vertex $w$, distinct from $u$ and $v$, such that there is $uv$-PST at any time; and
(iv) $u$ and $v$ are strongly cospectral with respect to $B_d$ for all divisors $d$ of $\tau$.

*Proof.* Clearly, (ii) follows directly from (i). The property (i) follows from Lemma 4.2 and the fact that $B_{\tau}$ is symmetric. For (iii), assume that $\tau$ is the smallest time at which there is $uv$-PST. If there is some $w \neq u, v$ for which there is $uv$-PST at some time $\tau'$, where $\tau'$ is also minimal, then there is periodicity at $u$ both at time $2\tau'$ and at time $2\tau$. The minimality of $\tau$ and $\tau'$ ensures that both $\tau' < 2\tau$ and $\tau < 2\tau'$. Assume without loss of generality that $\tau' < \tau$. Then there is periodicity at $u$ at time $2(\tau - \tau')$, but

$$2(\tau - \tau') < 2\tau - \tau = \tau,$$

contradicting the minimality of $\tau$.

Part (iv) follows directly from applying Corollary 4.3 with $V = \hat{N}$ and $W = \hat{M}$. \qed

We note that, in particular, if there is $uv$-PST at any time, the vertices $u$ and $v$ are strongly cospectral with respect to $B_1$. We remark that the proof of (iv) also implies that $T_2(\sigma) = \pm 1$ if $F_{\sigma}e_u \neq 0$, so the eigenvalue support of $u$ (and also of $v$) is the set $\{\pm 1\}$.

5. PERIODIC MAPS

We have seen in Theorem 4.5 of the previous section that $uv$-PST results in periodicity at $u$ and $v$ at twice the time. Thus if the vertex set partitions into pairs such that perfect state transfer occurs between every pair at time $\tau$, then there is periodicity at every vertex at time $2\tau$. If the automorphism group of the map acts transitively upon the vertex set and there is $uv$-PST for some pair of vertices, then there must be perfect state transfer everywhere (see Theorem 5.4). Motivated by this, we will turn our attention to maps where periodicity occurs at every vertex at the same time $\tau$.

Now we will proceed with some formal definitions. Let $X$ be an orientable map. If there is periodicity at every vertex at time $\tau$, i.e. if $U^\tau \hat{N} = \hat{N}$, we say that $X$ is...
periodic at time $\tau$. Equivalently, $X$ is periodic at time $\tau$ if $U^\tau$ acts as the identity on $\text{col}(N)$. We call $\tau$ the period of $X$ if $\tau$ is minimal.

In the following theorem, we establish the connection between periodic maps and those where $U^\tau = I$; we see that, in many cases, periodicity of the map at time $\tau$ implies that $U^\tau = I$, for instance, when $\tau$ is even.

**Theorem 5.1.** Let $\tau \in \mathbb{Z}_{>0}$. The transition matrix satisfies $U^\tau = I$ if and only if the map is periodic at time $\tau$ and at least one of the following is satisfied:

1. $\tau$ is even, or
2. $|V| = |F|$.

Further, if the map is periodic at time $\tau$, then $U^{2\tau} = I$.

**Proof.** Define $\hat{U} := U^\tau(2Q - I) = ((2P - I)(2Q - I))^{-1}(2P - I)$, so that also $U^\tau = \hat{U}(2Q - I)$. We see that $U^\tau = I$ if and only if $\hat{U} = 2Q - I$. Moreover, as $\hat{U}$ is both unitary and symmetric, it is an involution. In particular, both $\hat{U}$ and $2Q - I$ are symmetric with eigenvalues in $\{-1, 1\}$; we can conclude that

$$U^\tau = I \iff \hat{U} and 2Q - I have the same 1-eigenspace. \quad (9)$$

Now assume that the map is periodic at time $\tau \in \mathbb{Z}_{>0}$. Then

$$\hat{N} = U^\tau \hat{N} = \hat{U}(2Q - I)\hat{N} = \hat{U}\hat{N},$$

so the 1-eigenspace of $\hat{U}$ contains $\text{col}(N)$, which is the 1-eigenspace of $2Q - I$. By (9), it is now sufficient to show that the multiplicity of the eigenvalue 1 is the same for $\hat{U}$ and $2Q - I$. Equivalently, we can show that these matrices have equal trace. By using the cyclic property of the trace, and the fact that $2P - I$ and $2Q - I$ are involutions, the trace of $\hat{U}$ can be reduced as follows:

$$\text{tr}(\hat{U}) = \text{tr} \left[ ((2P - I)(2Q - I))^{-1}(2P - I) \right]$$

$$= \text{tr} \left[ (2Q - I)((2P - I)(2Q - I))^{-1} \right]$$

$$\vdots$$

$$= \begin{cases} \text{tr}(2Q - I) & \text{if } \tau \text{ even;} \\ \text{tr}(2P - I) & \text{if } \tau \text{ odd.} \end{cases}$$

This proves that $U^\tau = I$ if $\tau$ is even, or if $\tau$ is odd and $\text{tr}(2P - I) = \text{tr}(2Q - I)$. The latter happens exactly if $P$ and $Q$ have equal rank, i.e. if $|F| = |V|$.

Conversely, assume that $U^\tau = I$. Then the map is certainly periodic at time $\tau$. Moreover, $\hat{U} = 2Q - I$, so if $\tau$ is odd, then

$$\text{tr}(2Q - I) = \text{tr}(\hat{U}) = \text{tr}(2P - I),$$

as we saw above. Hence $|V| = |F|$.

Regardless of the parity of $\tau$, periodicity of the map at time $\tau$ certainly implies that $U^{2\tau} = I$, since there is also periodicity at time $2\tau$. \qed

An example for when periodicity of the map at time $\tau$ does not imply $U^\tau = I$ is any map with one vertex and more than one face. For such a map, $N = \mathbf{1}_A$, meaning that $U\hat{N} = \hat{N}$, so the map is periodic at time $\tau = 1$. But since $|V| < |F|$, Theorem 5.1 implies that $U \neq I$. Nevertheless, this example leads to the following corollary for maps with a single vertex or face.

**Corollary 5.2.** For any map with a single vertex or a single face, $U^2 = I$.
Lemma 5.3. Let $X$ be a map.

(i) Let $\tau > 0$ be odd. The map $X$ is periodic at time $\tau$ if and only if
$$\operatorname{col}(U^{\tau+1} \hat{N}) \subseteq \operatorname{col}(M).$$
In particular, if $X$ is periodic at time $\tau$, then $|V| \leq |F|$.

(ii) The map $X$ is periodic at time $1$ if and only if $|V| = 1$.

Proof. For part (i), if $X$ is periodic at time $\tau$, then $U^{2\tau} = I$ by Theorem 5.1, so we have that $U^\tau$ is an involution and thus $U^\tau = (U^T)^\tau$. Thus, the periodicity implies that $(U^T)^{\tau+1} \hat{N} = \hat{N}$ and we obtain that
$$(U^T)^{\tau+1} \hat{N} = U^{\tau+1} \hat{N}$$
by multiplying by $U^{\tau+1}$ on both sides. Since $\hat{N} = (2Q-I)\hat{N}$ and $(2P-I)U^T(2Q-I) = (U^T)^{-1}$, we can write
$$(2P-I)U^{\tau+1} \hat{N} = (U^T)^{\tau+1} \hat{N} = U^{\tau+1} \hat{N}.$$
Thus $U^{\tau+1} \hat{N}$ is invariant under $2P-I$, so the columns of $U^{\tau+1} \hat{N}$ are in $\operatorname{col}(M)$. In particular, since multiplying by $U^{\tau+1}$ preserves the orthonormality of the columns of $\hat{N}$:
$$|V| = \dim(\operatorname{col}(\hat{N})) \leq \dim(\operatorname{col}(\hat{M})) = |F|.$$
For part (ii), assume that $U \hat{N} = \hat{N}$. Then $\operatorname{col}(\hat{N}) \subseteq \operatorname{col}(\hat{M})$ by Lemma 5.3, which implies that
$$\operatorname{col}(\hat{N}) = \operatorname{col}(\hat{N}) \cap \operatorname{col}(\hat{M}) = \operatorname{span}(1)$$
by Theorem 3.1. Hence $|V| = 1$. The other direction was discussed above this lemma.

In Section 6.2, we give for any $\tau > 0$ a map with $|V| = \tau = |F|$ that satisfies $U^\tau = I$. We then show that, given any one of those maps, we can add a few edges in a way that retains the periodicity at time $\tau$. The newly obtained map has the same number of vertices, but the number of faces has increased. Hence by Theorem 5.1, if $\tau$ is odd, $U^\tau \neq I$. In this way, we show in Lemma 6.6 that, for all odd $\tau$, there exists a map that is periodic at time $\tau$ such that $U^\tau \neq I$. This shows that the statement of Theorem 5.1 is best possible. The following result relates periodic maps to perfect state transfer.

Theorem 5.4. Assume that $X$ is a map such that the automorphism group of $X$ acts transitively on the set of vertices $V$. Let $u$ and $v$ be vertices of $X$. The following are true.
Proof. For (i), consider any automorphism $\pi$ of $X$, and write $\pi_A$ and $\pi_V$ for the permutation matrices that correspond to the action of $\pi$ on the sets of arcs and vertices respectively. By Proposition 2.1, we know that $\pi_A \tilde{N} = \tilde{N} \pi_V$ and $\pi_A \tilde{M} = \tilde{M} \pi_F$. From this, we deduce that $\pi_A$ commutes with both $P$ and $Q$, and hence also with $U$. This implies that

$$\pi_T^T B_r \pi_V = \tilde{N}^T \pi_A^T U^T \pi_A \tilde{N} = \tilde{N}^T U^T \tilde{N} = B_r.$$ 

Then if $u$ (resp. $v$) is mapped to the vertex $x$ (resp. $y$) under $\pi$, we have

$$e_u^T B_r e_y = e_u^T \pi_A^T B_r \pi_V e_y = e_u^T B_r e_y = 1,$$

meaning that there is $xy$-PST at time $\tau$ by Lemma 4.2 (and $yx$-PST by Theorem 4.5(i)). Since the action of the automorphism group is transitive on $V$, any vertex $w$ is the image of $u$ under the action of some automorphism, so $|V|$ can be partitioned into pairs of vertices that admit perfect state transfer to each other at time $\tau$. Theorem 4.5(ii) then implies that the map is periodic at time $2\tau$, so $U^{2\tau} = I$ by Theorem 5.1. Property (ii) is similar to (i): if there is periodicity at one vertex, there must be periodicity at every vertex, so the map is periodic.

By Theorem 5.4(i), if the automorphism group of a map $X$ acts transitively on the vertex set $V$, then $uv$-PST at time $1$ implies $U^2 = I$. There are many examples of orientably-regular maps that satisfy the property $U^2 = I$, as can be seen from our computations in Section 8, and we give equivalent characterisations of this property in Lemma 7.2. Conversely, we might ask when there can be $uv$-PST at time $1$ if $U^2 = I$. It turns out that this property only occurs for a small family of maps:

**Proposition 5.5.** Let $X$ be a map for which the transition matrix $U$ satisfies $U^2 = I$, and let $u$ and $v$ be distinct vertices of equal degree. Then there is $uv$-PST at time $1$ if and only if $V = \{u,v\}$.

**Proof.** Assume first that $V = \{u,v\}$. Then $X$ is an embedding of a $d$-regular graph, where $d$ is the degree of $u$ and $v$. For such a map, as $U^2 = I$, we find by part (iv) of Lemma 7.2 that

$$\hat{C} \hat{C}^T = \frac{d}{|A|} J_{V \times V} = \frac{1}{|V|} J_{V \times V}.$$

In this case, $|V| = 2$, so we obtain

$$B_1 = 2\hat{C} \hat{C}^T - I = J_{V \times V} - I.$$

Then $B_1(u,v) = 1$, so there is $uv$-PST at time $1$ by Lemma 4.2.

For the other implication, note that since $U^2 = I$, part (iv) of Lemma 7.2 implies that

$$\hat{C} \hat{C}^T = xx^T,$$

where $x = |A|^{-\frac{1}{2}} D^\frac{1}{2} 1_V$. In particular, $x_w \neq 0$ for all $w \in V$. If there is $uv$-PST at time $1$, then $B_1(u,v) = 1$ by Lemma 4.2, so we must have $x_u x_v = \frac{1}{2}$. However, $x$ has norm 1 with entries between 0 and 1, which implies that $x_u x_v = \frac{1}{2}$ if and only if $x_u = x_v = \frac{1}{\sqrt{2}}$ and $x_w = 0$ for $w \neq u, v$. We conclude that $V = \{u,v\}$.

The dipoles that we discuss in Section 6.1 are examples of these maps.
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6. Infinite families of examples

In this section, we give several infinite families of maps which exhibit perfect state transfer and periodicity. In Section 6.1, we give an infinite family of maps with two vertices which admit perfect state transfer at time 1. In Section 6.2, we give two infinite families of grids which admit perfect state transfer and also a variant family which admits periodicity at every vertex at some time $s$, but where $U^s \neq I$. The last family shows that, in some sense, the statement of Theorem 5.1 is best possible.

6.1. Dipoles with one or two faces. A dipole is a graph with two vertices and no loops. Dipoles encode information in many ways and have been studied in various contexts, see [11]. Here we study a specific rotation system for dipoles, which results in an embedding with either one face or two faces, depending on the parity of the number of edges. Perfect state transfer occurs at time 1 in these embeddings of dipoles; they are maps whose automorphism group acts transitively on the vertex set and thus illustrate Proposition 5.5.

For $n \in \mathbb{Z}_{>0}$, consider the map $X_n$ with two vertices $u$ and $v$, with edges $e_1, \ldots, e_n$, and rotation system

$$u : (e_1, e_2, \ldots, e_n), \quad v : (e_1, e_2, \ldots, e_n).$$

That is, every edge is incident to both vertices and the edges appear in the same order around each vertex. Figure 7 depicts $X_5$ and $X_6$. Let the arcs of the map be given by $a_i$ and $b_i$ for $i = 1, \ldots, n$, such that each edge $e_i$ is incident to the pair of arcs $(a_i, b_i)$, with $a_i$ and $b_i$ having $u$ and $v$ as their respective tails. In other words, we can write

$$u : (a_1, a_2, \ldots, a_n), \quad v : (b_1, b_2, \ldots, b_n)$$

for the rotation system with respect to the arcs of the map. If $n$ is odd, the map has a single facial walk given by sequence of arcs

$$(a_n, b_{n-1}, a_{n-2}, b_{n-3}, \ldots, a_1, b_n, a_{n-1}, b_{n-2}, a_{n-3}, \ldots, b_1).$$

If $n$ is even on the other hand, the map has two facial walks given by the sequences

$$(a_n, b_{n-1}, a_{n-2}, b_{n-3}, \ldots, b_1)$$
and
$$(b_n, a_{n-1}, b_{n-2}, a_{n-3}, \ldots, a_1).$$
Thus the genus of the map is
\[ g = \begin{cases} 
\frac{n-1}{2}, & \text{if } n \text{ is odd;} \\
\frac{n-2}{2}, & \text{if } n \text{ is even.}
\end{cases} \]

**Theorem 6.1.** There is uv-PST occurring at time 1 in \( X_n \), for all \( n \geq 2 \).

**Proof.** The vertex-face incidence matrix \( C \) satisfies
\[ C = \begin{bmatrix} n \\ n \end{bmatrix} \text{ or } C = \frac{1}{2} \begin{bmatrix} n & n \\ n & n \end{bmatrix}, \]
when \( n \) is odd or even, respectively. In either case, we obtain that \( B_1 = 2 \hat{C} \hat{C}^T - I_2 = J_2 - I_2 \) (where \( J_2 \) is the \( 2 \times 2 \) all-ones matrix), and the result follows by Lemma 4.2. \( \square \)

### 6.2. Toroidal grids.

In [24, 12, 1], quantum search is studied on the toroidal grid. Zhan generalized the unitary operator without the query matrix to the vertex-face walk, in the two-reflection model, and details the connection with these search algorithms in [31, Section 8]. In this section, we find perfect state transfer and periodicity in some toroidal grids.

Figure 8 shows the evolution of the walk on the \((1, 6)\)-grid, with perfect state transfer at time 3 and periodicity at time 6. The graphs are drawn on the cut-open torus, where the opposite sides are identified; for visual simplicity, we have omitted the labels on the boundary of the torus. At every step, the arcs with a non-zero amplitude are shown.

![Figure 8. Evolution of the walk on the \((1, 6)\)-grid, with perfect state transfer at time 3 and periodicity at time 6. The graphs are drawn on the cut-open torus, where the opposite sides are identified; for visual simplicity, we have omitted the labels on the boundary of the torus. At every step, the arcs with a non-zero amplitude are shown.
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**Theorem 6.1.** There is uv-PST occurring at time 1 in \( X_n \), for all \( n \geq 2 \).

**Proof.** The vertex-face incidence matrix \( C \) satisfies
\[ C = \begin{bmatrix} n \\ n \end{bmatrix} \text{ or } C = \frac{1}{2} \begin{bmatrix} n & n \\ n & n \end{bmatrix}, \]
when \( n \) is odd or even, respectively. In either case, we obtain that \( B_1 = 2 \hat{C} \hat{C}^T - I_2 = J_2 - I_2 \) (where \( J_2 \) is the \( 2 \times 2 \) all-ones matrix), and the result follows by Lemma 4.2. \( \square \)

#### 6.2. Toroidal grids.

In [24, 12, 1], quantum search is studied on the toroidal grid. Zhan generalized the unitary operator without the query matrix to the vertex-face walk, in the two-reflection model, and details the connection with these search algorithms in [31, Section 8]. In this section, we find perfect state transfer and periodicity in some toroidal grids.

Figure 8 shows the evolution of the walk on the \(1 \times 6\) grid embedded on the torus, starting at the uniform superposition of a vertex. As is suggested by the figure, perfect state transfer occurs at time \( t = 3 \). We will now proceed by giving a rigorous definition of the toroidal grids before proving our main theorems establishing the perfect state transfer in the toroidal \((1, m)\)-grids for \( m \) even and in the \((2, m)\)-grids for \( m \) odd. We also alter the \((1, m)\)-grids to give an infinite family of examples which admit periodicity at every vertex at time \( s \) but where \( U^s \neq I \).

The **toroidal** \((n, m)\)-grid has vertex set \( V = \mathbb{Z}_n \times \mathbb{Z}_m \) and edge set
\[ E = \{v_R \mid v \in V\} \cup \{v_D \mid v \in V\} \]
such that for all \((a, b) \in V\):
- the edge \((a, b)R\) is incident with the vertices \((a, b + 1)\) and \((a, b)\);
- the edge \((a, b)D\) is incident with the vertices \((a + 1, b)\) and \((a, b)\).
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For the rotation system, the edges incident with the vertex \((a, b) \in V\) are ordered as follows:

\((a, b)_R, (a, b)_D, (a, b - 1)_R, (a - 1, b)_D\).

The corresponding map has genus 1. For example, in Figure 9, the top left vertex is vertex \((0, 0)\) and is incident to \((0, 0)_R\) (the edge to its right), to \((0, 0)_D\) (the edge downwards from \((0, 0)\)), as well as \((1, 0)_D\) and \((0, 2)_R\).

Note that for \(n, m \geq 3\), the toroidal \((n, m)\)-grid is an embedding of the graph \(C_n \square C_m\). For \(n\) or \(m\) less than 3, the underlying graph has multi-edges and/or loops. It is easy to see that the toroidal \((n, m)\)-grid and \((m, n)\)-grid are isomorphic as maps; to avoid redundancy, we will state our results only for \(n \leq m\). In the following lemma, we give an expression for the vertex-face incidence matrix of the toroidal \((n, m)\)-grid.

Throughout this section, we denote by \(P_k\) the cyclic \(k \times k\) permutation matrix that maps the standard basis vector \(e_i \in \mathbb{C}^k\) to \(e_{i-1}\), with the index modulo \(k\).

**Lemma 6.2.** The vertex-face incidence matrix \(C\) of the toroidal \((n, m)\)-grid can, with an appropriate ordering of the vertices and faces, be written as

\[ C = (P_n + I_n) \otimes (P_m + I_m). \]

**Proof.** First, assume that \(n, m \geq 2\). We partition the vertices and faces of \(X\) by ‘row’: that is, we define

\[ V_i = \{(i, j) : j \in \mathbb{Z}_m\} \quad \text{and} \quad F_i = \{f_{i, j} : j \in \mathbb{Z}_m\}. \]

Here, the faces are labelled in such a way that every vertex \((i, j)\) in \(V_i\) is incident to two elements of \(F_i\) (namely \(f_{i, j}\) and \(f_{i, j-1}\)) and two elements of \(F_{i-1}\) (namely \(f_{i-1, j}\) and \(f_{i-1, j-1}\)). The submatrix of \(C\) corresponding to the vertices of \(V_i\) and the faces of \(F_i\) is (with an appropriate ordering) given by \(P_m + I_m\). The submatrix of \(C\) corresponding to \(V_i\) and \(F_{i-1}\) is also given by \(P_m + I_m\). Consequently, it is not difficult to see that

\[ C = (P_n + I_n) \otimes (P_m + I_m). \]

If instead \(n = 1\) and \(m > 1\), then there is only one ‘row’ of vertices and faces; we find

\[ C = 2(P_m + I_m). \]
Similarly, $C = 2(P_n + I_n)$ if $n > 1$ and $m = 1$, and finally $C = [4]$ if $n = m = 1$. These expressions coincide with with (10) (note that $P_1 = [1]$), so that in fact (10) holds for all $n, m \geq 1$. $\square$

In the following lemmas, we look at the structure of the matrices $B_t$ for the toroidal $(1, m)$- and $(2, m)$-grids, in order to prove that perfect state transfer occurs. Note that $P_{m^{-t}} = (P_m^t)^T$.

**Lemma 6.3.** For the toroidal $(1, m)$-grid, we have

$$B_t = \frac{1}{2} (P_m^t + P_m^{-t})$$

for all $t \in \mathbb{Z}_{\geq 0}$.

**Proof.** The equation clearly holds for $t = 0$. For $t = 1$, note that by Lemma 6.2:

$$\hat{C} = \frac{1}{4} C = \frac{1}{2} (P_m + I_m),$$

since the map has type $(4, 4)$. We will show that (11) holds by induction. For $t = 1$, we see that

$$B_1 = 2\hat{C}\hat{C}^T - I_m = \frac{1}{2} (P_m + I_m)(P_m + I_m)^T - I_m = \frac{1}{2} (P_m + P_{m^{-1}}).$$

By Theorem 4.1, $B_t$ satisfies the recurrence of the Chebyshev polynomials of the first kind, and thus

$$B_{t+1} = 2B_t B_1 - B_{t-1} = \frac{1}{2} (P_m^t + P_m^{-t})(P_m + P_{m^{-1}}) - \frac{1}{2} (P_m^{t-1} + P_{m^{-1}}(t-1))$$

$$= \frac{1}{2} (P_m^{t+1} + P_m^{-t+1} + P_m^{-t-1}) - \frac{1}{2} (P_m^{t-1} + P_{m^{-1}}(t-1))$$

$$= \frac{1}{2} (P_m^{t+1} + P_m^{-t+1}).$$

The result now follows. $\square$

Another grid that admits perfect state transfer is the $(2, m)$-toroidal grid, for any odd $m$, as will be a consequence of the next lemma.

**Lemma 6.4.** For the toroidal $(2, m)$-grid, we have

$$(12) \quad B_t = \frac{1}{4} J_2 \otimes (P_m^t + P_m^{-t} - 2(-1)^t I_m) + (-1)^t I_m \otimes I_m$$

for all $t \in \mathbb{Z}_{\geq 0}$.

**Proof.** We proceed in a similar manner as for the previous lemma. The equation clearly holds for $t = 0$. For $t = 1$, note that

$$\hat{C} = \frac{1}{4} C = \frac{1}{4} J_2 \otimes (P_m + I_m)$$

by Lemma 6.2. We proceed by induction. Since $J_2 J_2^T = 2J_2$, we find that

$$B_1 = 2\hat{C}\hat{C}^T - I_{2m} = \frac{1}{4} J_2 \otimes (P_m + P_{m^{-1}} + 2I_m) - I_{2m},$$
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which coincides with (12). Let \( A_t = P^t_m + P^{-t}_m - 2(-1)^t I_m \). Using Theorem 4.1 for the inductive step, we obtain

\[
B_{t+1} = 2B_tB_1 - B_{t-1} \\
= 2 \left( \frac{1}{4} J_2 \otimes A_t + (-1)^t I_{2m} \right) - \frac{1}{4} J_2 \otimes A_{t-1} - (-1)^{t-1} I_{2m} \\
= \frac{1}{8} J_2 \otimes A_t A_1 - \frac{1}{2} J_2 \otimes A_t + \frac{1}{2} (-1)^t J_2 \otimes A_1 - 2(-1)^t I_{2m} \\
- \frac{1}{4} J_2 \otimes A_{t-1} - (-1)^{t-1} I_{2m} \\
= \frac{1}{4} J_2 \otimes (A_t A_1 - 2A_t + 2(-1)^t A_1 - A_{t-1}) + (-1)^{t+1} I_{2m}.
\]

Since

\[
A_t A_1 = (P^t_m + P^{-t}_m - 2(-1)^t I_m)(P_m + P^{-1}_m + 2I_m) \\
= P^{t+1}_m + P^{-t+1}_m + P^{-t+1}_m - 2(-1)^t(P_m + P^{-1}_m) + 2(P^t_m + P^{-t}_m) - 4(-1)^t I_m \\
= A_{t+1} + A_{t-1} - 4(-1)^t I_m + 2(A_t + 2(-1)^t I_m) - 4(-1)^t I_m \\
= A_{t+1} + A_{t-1} - 2(-1)^t A_1 + 2A_t,
\]

we see that \( B_{t+1} = \frac{1}{4} J_2 \otimes A_{t+1} + (-1)^{t+1} I_{2m} \), as desired. \(\square\)

We now use the form of \( B_t \) given by Lemmas 6.3 and 6.4, to obtain our perfect state transfer results on the grids.

**Theorem 6.5.**

(a) For the toroidal (1, \( m \))-grid, the map is periodic at time \( m \). If \( m = 2\ell \) is even, there is perfect state transfer from vertex \((0, i)\) to vertex \((0, i + \ell)\) at time \( \ell \) for all \( i \in \mathbb{Z}_m \).

(b) For the toroidal (2, \( m \))-grid, if \( m \) is even, the map is periodic at time \( m \). If \( m \) is odd, there is perfect state transfer from vertex \((0, i)\) to vertex \((1, i)\) at time \( m \) for all \( i \in \mathbb{Z}_m \), and the map is periodic at time \( 2m \).

**Proof.** For part (a), by Lemma 6.3 and the fact that \( P^m_m = I \), we have

\[
B_m = \frac{1}{2}(P^m_m + P^{-m}_m) = I_m.
\]

This is equivalent to the map being periodic at time \( m \). If \( m = 2\ell \) is even, then

\[
P^\ell_m = P^{-\ell}_m = \begin{bmatrix} 0 & I_\ell \\ I_\ell & 0 \end{bmatrix},
\]

which implies that there is perfect state transfer from vertex \((0, i)\) to vertex \((0, i + \ell)\) at time \( \ell \), by Lemma 4.2.

For part (b), by Lemma 6.4, we have

\[
B_m = \frac{1}{4} J_2 \otimes (P^m_m + P^{-m}_m - 2(-1)^m I_m) + (-1)^m I_m \otimes I_m.
\]

Clearly, if \( m \) is even, then \( P^m_m + P^{-m}_m - (-1)^m I_m = 0 \), so \( B_m = I_m \otimes I_m \) and the map is periodic at time \( m \). If \( m \) is odd, then

\[
B_m = J_2 \otimes I_m - I_m \otimes I_m.
\]

This matrix swaps the vertices \((0, i)\) and \((1, i)\) for all \( i \in \mathbb{Z}_m \), hence there is perfect state transfer between these pairs of vertices. Finally, \( B_{2m} = I_m \otimes I_m \), so the map is periodic at time \( 2m \). \(\square\)
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Next, we alter the toroidal $(1, m)$-grid to construct an infinite family of maps which have periodicity at every vertex with period $m$, such that $U^m \neq I$ when $m$ is odd. Figure 11 shows the altered map for the toroidal $(1, 5)$-grid.

**Lemma 6.6.** Let $Y_m$ be the toroidal map obtained from the toroidal $(1, m)$-grid by replacing every non-loop edge by a digon. Then $Y_m$ is periodic with period $m$. If $m$ is odd, then $U^m \neq I$.

**Proof.** By Lemma 6.2, the vertex-face incidence matrix for the toroidal $(1, m)$-grid can be written as

$$C = 2(I_m + P_m),$$

Replacing every non-loop edge of this grid by a digon introduces $m$ new faces of degree 2, each of which is incident to two vertices. Hence the vertex-face incidence matrix of $Y_m$ can be written as

$$C_* = \begin{bmatrix} C & \frac{1}{2} C \end{bmatrix}.$$

The vertices of $Y_m$ have degree 6, the ‘original’ faces have degree 4, and the newly introduced faces have degree 2. The normalized vertex-face incidence matrix of $Y_m$ can hence be written as

$$\hat{C}_* = \frac{1}{\sqrt{6}} C_* \begin{bmatrix} \frac{1}{2} I_m & 0 & \frac{1}{\sqrt{2}} I_m \end{bmatrix}$$

$$= \frac{1}{\sqrt{6}} \begin{bmatrix} \frac{1}{2} C & \frac{1}{\sqrt{2}} C \end{bmatrix}.$$

This implies that

$$\hat{C}_* \hat{C}_*^T = \frac{1}{6} \left( \frac{1}{4} CC^T + \frac{1}{8} CC^T \right) = \frac{1}{16} CC^T = \hat{C} \hat{C}^T.$$

So $Y_m$ has the same $B_t$-matrix as the toroidal $(1, m)$-grid, for all $t$. Since the latter is periodic at time $m$ by Lemma 6.3, the former is as well. Now $|V(X_m)| < |F(Y_m)|$, so for $m$ odd, $U^m \neq I$ by Theorem 5.1.

---

**Figure 10.** The toroidal $(2, 5)$-grid, with perfect state transfer at time 5 and periodicity at time 10. The graphs are drawn on the cut-open torus, where the opposite sides are identified; for visual simplicity, we have omitted the labels on the boundary of the torus. The color (red, blue) represents the sign of the amplitude of an arc (positive, negative, resp.).
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Figure 11. The toroidal \((1,5)\)-grid with doubled non-loop edges, \(Y_5\), has periodicity at time 5 at every vertex, but \(U^5 \neq I\). The graph is drawn on the cut-open torus, where the opposite sides are identified; for visual simplicity, we have omitted the labels on the boundary of the torus.

<table>
<thead>
<tr>
<th>edges</th>
<th>maps</th>
<th>(\sigma( CC^T) \subset \mathbb{Z} )</th>
<th>( U = I )</th>
<th>( U^2 = I )</th>
<th>( U^6 = I )</th>
<th>( U^{12} = I )</th>
</tr>
</thead>
<tbody>
<tr>
<td>regular</td>
<td>22320</td>
<td>19226</td>
<td>500</td>
<td>9722</td>
<td>1439</td>
<td>550</td>
</tr>
<tr>
<td>chiral</td>
<td>4516</td>
<td>1884</td>
<td>0</td>
<td>314</td>
<td>105</td>
<td>12</td>
</tr>
</tbody>
</table>

Table 1. Statistics on integer eigenvalues and powers of \( U \) equalling the identity for regular and chiral maps on up to 1000 edges.

7. Periodic maps with \( U^s = I \)

It follows from Theorem 5.4 that any orientably-regular map which admits perfect state transfer or periodicity must have the property that some non-zero power of \( U \) is equal to the identity matrix. We searched all orientably-regular maps in the census of regular maps with at most 1000 edges [9] (up to duality and also up to mirror image for the chiral maps), and we found that many of them have the property that the matrix \( CC^T \) has all integer eigenvalues. For such maps, that are in particular type \((k, d)\)-maps, \( CC^T = \frac{1}{kd} CC^T \) has all rational eigenvalues. We also computed for each map, whether or not there exists some minimal \( s \in \{1, 2, \ldots, 1000\} \) such that \( U^s = I \); only the values \( s = 1, 2, 6, 12 \) appeared in these computations. To give an idea of how common these properties are for regular and chiral maps, we summarize these computations in Table 1. In Section 8, we describe the computations in more detail. Because of these observations, we are motivated to study maps for which \( U^s = I \) for some \( s > 0 \). In this section, we give necessary and sufficient conditions for \( U^s = I \) when \( s = 1, 2 \) (Lemma 7.1, Lemma 7.2 and Corollary 7.3) and we give partial characterisations when \( s > 2 \) (Proposition 7.4 and Lemma 7.5). The section ends with a conjecture on a complete characterisation of the (minimal) \( s \) for which \( U^s = I \) in orientably-regular maps (Conjecture 7.6). The results in this section support this conjecture.

A quasi-tree is an embedded graph with exactly one face. Dually, a bouquet is an embedded graph with exactly one vertex. A quasi-tree bouquet is a bouquet that is also a quasi-tree. Quasi-tree bouquets have been studied in various works, including [30, 11]. Lemma 7.1 gives another characterisation of quasi-tree bouquets, in terms of the unitary matrix of the vertex-face walk.
Lemma 7.1. The transition matrix satisfies $U = I$ if and only if the map is a quasi-tree bouquet.

Proof. This follows from Theorem 5.1, part (ii) of Corollary 5.3, and duality. □

Now, we turn our attention to the cases for which $U^s = I$ for some $s > 1$. The maps for which $U^2 = I$ are characterised in the following lemma. Recall our notation for $P = \tilde{M}\tilde{M}^T$ and $Q = \tilde{N}\tilde{N}^T$. Recall also that the vertex-face incidence matrix $C$ is given by $C = N^T M$, where the $(v, f)$-entry of $C$ is equal to the number of times the vertex $v$ appears on the facial walk of the face $f$. Moreover, the normalized vertex-face incidence matrix $\tilde{C}$ is given by $\tilde{C} = \tilde{N}^T\tilde{M}$. Finally, $J_{A\times B}$ denotes the all-ones matrix indexed by sets $A$ and $B$.

Lemma 7.2. The following are equivalent:

(i) $U^2 = I$;
(ii) $PQ = |A|^{-1}J_{A\times A}$;
(iii) $C = |A|^{-1}DJ_{V\times F}\Delta$;
(iv) $\tilde{C}\tilde{C}^T = |A|^{-1}D^{\frac{1}{2}}J_{V\times F}\Delta D^{\frac{1}{2}}$;
(v) every vertex $v$ is traversed $|A|^{-1}d(v)d(f)$ times by the facial walk of every face $f$, where $d(v)$ is the degree of $v$ and $d(f)$ is the degree of $f$.

Proof. Note that (iii) and (v) are equivalent because of the combinatorial interpretation of $C$: the $(v, f)$-entry of $C$ is equal to $|A|^{-1}d(v)d(f)$. We will now show that (i), (ii), (iii) and (iv) are equivalent.

To show that (i) implies (ii), note that if $U^2 = I$, then $U$ is symmetric. Since we can write

$$U = 4PQ - 2(P + Q) + I,$$

this implies that $PQ$ must be symmetric. In particular, since $P$ and $Q$ are orthogonal projections, $PQ$ is itself an orthogonal projection. Since $P$ and $Q$ are symmetric matrices themselves, we see that $PQ = (PQ)^T = PQ$, so the image of $PQ$ is $\text{col}(N) \cap \text{col}(M)$, which is equal to $\text{span}\{1_A\}$ by Theorem 3.1(i). Thus $PQ$ is the orthogonal projection onto $\text{span}\{1_A\}$, that is $PQ = |A|^{-1}J_{A\times A}$.

If (ii) holds, then, as we can write $N = QN$ and $M = PM$, we find that

$$C = N^T M = N^T QP M = |A|^{-1}N^T J_{A\times A} M = |A|^{-1}D J_{V\times F} \Delta,$$

so we see that (ii) implies (iii).

Now assume that (iii) holds. Then

$$\tilde{C} = D^{-\frac{1}{2}} C \Delta^{-\frac{1}{2}} = |A|^{-1} D^{\frac{1}{2}} J_{V\times F} \Delta D^{\frac{1}{2}},$$

so that

$$\tilde{C}\tilde{C}^T = |A|^{-2} D^{\frac{1}{2}} J_{V\times F} \Delta J_{F\times V} D^{\frac{1}{2}} = |A|^{-1} D^{\frac{1}{2}} J_{V\times F} \Delta D^{\frac{1}{2}},$$

proving (iv). Here, the last equality holds because every entry of $J_{V\times F} \Delta J_{F\times V}$ is equal to the sum of the face-degrees, which is $|A|$.

Finally, assume that (iv) is true. Then $\tilde{C}\tilde{C}^T$ is a rank-one matrix with $|A|$ as an eigenvalue (with eigenvector $D^{\frac{1}{2}} 1_V$). In particular, $\tilde{C}\tilde{C}^T$ has no eigenvalues besides 0 and 1, so by Theorem 3.3, the eigenvalues of $U$ are in $\{-1,1\}$. This implies (i). □

The cycle $C_n$ embedded on the sphere is a type $(n, 2)$ map with $n$ vertices and 2 faces. Every vertex is traversed once by the facial walk of either face and we have $U^2 = I$ by part (iv) of the above result. In general, we state a combinatorial characterisation of when $U^2 = I$ for a map of type $(k, d)$ more simply in the following corollary.

Corollary 7.3. If $X$ is a type $(k, d)$ map, then $U^2 = I$ if and only if every vertex is traversed by the facial walk of any face $k|V|/d|F|$ times.
Proof. This follows directly from part (v) of Lemma 7.2.

As is apparent from our computations in Section 8, the case $U^2 = I$ accounts for many examples of periodicity found amongst orientably-regular maps.

In the following proposition, we show that for $p > 2$ prime, type $(k,d)$-maps that have incidence multiplicity $\alpha$ can only have the property that $U^p = I$ under a very restricted set of circumstances.

**Proposition 7.4.** Let $X$ be an orientable embedding of type $(k,d)$ with incidence multiplicity $\alpha$ and let $p > 2$ be prime. If $U^p = I$, then exactly one of the following three cases holds:

(i) $d = \alpha$ and $U = I$;

(ii) $d = 2\alpha$, $|V| = |F| = p$ and $\alpha$ is even;

(iii) $d = 3\alpha$, $p = 3$, $|V| = |F| = 9$ and $\alpha$ is divisible by 4.

Proof. Throughout this proof, we will write $n = |V|$, $\ell = |E|$ and $s = |F|$. If $U^p = I$ for some odd prime $p$, then $-1$ is not an eigenvalue of $U$, hence we know by Corollary 3.2 that $n = s$. This also implies that $k = d$, as $nd = sk = |A|$. Moreover, by Euler's formula,

$$n + s - \ell = 2 - 2g.$$

Since $n = s$, it must be that $\ell$ is even.

The eigenvalues of $U$ that are unequal to 1 are primitive $p$-th roots of unity. Since $U$ is a rational matrix, any eigenvalue must occur with the same multiplicity as each of its algebraic conjugates. Thus all eigenvalues of $U$ not equal to 1 have the same multiplicity, say $m > 0$. The multiplicities of the eigenvalues add up to the dimension of the whole space, so

$$|A| = m_1 + (p-1)m = \ell + 2g + (p-1)m,$$

where $m_1 = \ell + 2g$ is the dimension of the 1-eigenspace of $U$. Since $|A| = 2\ell$, we find (using Euler's formula) that

$$m(p-1) = \ell - 2g = n + s - 2 = 2(n-1).$$

Let $\theta_1, \ldots, \theta_d$ be the distinct eigenvalues of $U$, with corresponding multiplicities $m_1, \ldots, m_d$. We may assume that $\theta_1 = 1$, in which case $m_2 = \ldots = m_d = m$. The trace of $U$ equals the sum of its eigenvalues, so we can write

$$\text{tr}(U) = m_1 + \sum_{i=2}^{d} m_i \theta_i = \ell + 2g + m \sum_{i=2}^{d} \theta_i = \ell + 2g - m$$

since the (non-trivial) primitive $p$-th roots of unity sum to $-1$. On the other hand, by Lemma 3.4, and the fact that $n = s$ and $k = d$, we can write

$$\text{tr}(U) = \frac{4\alpha n}{d} - 4n + |A|$$

for the trace of $U$. From these two expressions for $\text{tr}(U)$, and Euler’s formula, we obtain that

$$m = (\ell + 2g) - \left(\frac{4\alpha n}{d} - 4n + 2\ell\right) = 2n + 2 - \frac{4\alpha n}{d}.$$

We observe from (13) that $m$ divides $n - 1$, so $m$ is at most $n - 1$ and we may rearrange to obtain $3 \leq \frac{4\alpha n}{d} - n$, and thus $d < 4\alpha$. As $d$ is a multiple of $\alpha$, that leaves three possible values for $d$: $d = \alpha$, $d = 2\alpha$ or $d = 3\alpha$. If $d = \alpha$, then $k = \alpha$. Then every vertex is only incident to one face, and every face is only incident to one vertex. This implies that $n = s = 1$, in which case $U = I$ by Lemma 7.1. This is case (i). If $d > \alpha$,
then the map has more than one vertex and one face, so \( U \neq I \) and hence \( m > 0 \). For \( d = 2\alpha \), by (13) and our expression for \( m \):

\[
p - 1 = \frac{2n - 2}{2n + 2 - \frac{4n}{d}} = \frac{2n - 2}{2} = n - 1,
\]

so \( n = s = p \). As stated above, \( \ell \) is even. In this case, we have \( \ell = p\alpha \), so \( \alpha \) must be even. This is case (ii).

Similarly, if \( d = 3\alpha \), we find that

\[
p - 1 = \frac{2n - 2}{2n + 2 - \frac{4n}{d}} = \frac{n - 1}{1 + \frac{n}{d}} = \frac{3n - 3}{n + 3} < 3.
\]

Since \( p > 2 \), it must be that \( p = 3 \). Solving for \( n \) then gives \( n = s = 9 \). But now \( 2\ell = nd = 27\alpha \), so for \( \ell \) to be even, we need that \( \alpha = 0 \mod 4 \). This is case (iii).

We note that this implies that maps of type \((k, d)\) with an odd incidence multiplicity \( \alpha \) (in particular circular embeddings), yield \( U^p \neq I \) for all primes \( p > 2 \). Note that this includes all toroidal \((m, n)\)-grids with \( m, n \geq 2 \), which we studied in Section 6.2.

In Proposition 7.4, the maps that satisfy case (i) are precisely all quasi-tree bouquets. For any \( p > 2 \), an example of case (ii) is the toroidal \((1, p)\)-grid, which is discussed in Section 6.2. We do not know of any example of case (iii).

**Lemma 7.5.** Let \( X \) be a map for which the matrix \( \tilde{C}\tilde{C}^T \) has rational eigenvalues. Assume that \( U^s = I \) for some \( \tau > 1 \) and \( U^s \neq I \) for all \( s < \tau \), then \( \tau \in \{2, 3, 4, 6, 12\} \).

**Proof.** Let \( \xi \neq 1 \) be an eigenvalue of \( U \). Then \( \xi \) is a primitive \( r \)-th root of unity for some \( r \) that divides \( \tau \). If also \( \xi \neq -1 \) (meaning that \( r > 2 \)), then as \( \xi \) is an eigenvalue of \( U \), it is a root of

\[
p(t) = t^2 - (4\lambda - 2)t + 1
\]

for some eigenvalue \( \lambda \) of \( \tilde{C}\tilde{C}^T \) by Theorem 3.3. By assumption this eigenvalue is rational, so \( p(t) \) has rational coefficients. Then \( p(t) \) must be the minimal polynomial of \( \xi \) over \( \mathbb{Q} \). In particular, because \( \xi \) is a primitive root of unity, \( p(t) \) is the \( r \)-th cyclotomic polynomial. It has degree 2, which implies that \( r \in \{3, 4, 6\} \). Because \( \tau \) is minimal, it is the least common multiple of some non-empty subset of \( \{2, 3, 4, 6\} \), meaning that \( \tau \in \{2, 3, 4, 6, 12\} \). \( \square \)

We note that the converse partly holds; if \( U^\tau = I \) for some \( \tau \in \{2, 3, 4, 6\} \) and \( U^s \neq I \) for all \( s < \tau \), then \( \tilde{C}\tilde{C}^T \) has rational eigenvalues. The cyclotomic polynomial for the 2, 3, 4, 6th roots of unity have degrees 1 or 2; any minimal polynomial for these roots over an extension field of the rationals will divide the cyclotomic polynomials. Since the cyclotomic polynomials are only degree 1 or 2, we can say exactly what the eigenvalues of \( \tilde{C}\tilde{C}^T \) have to be. Let \( \xi \) be an eigenvalue of \( U \) which is a root of

\[
p(t) = t^2 - (4\lambda - 2)t + 1
\]

for some eigenvalue \( \lambda \) of \( \tilde{C}\tilde{C}^T \). If \( \xi \) is a third root of unity, then \( p(t) \) must divide \( t^2 + t + 1 \) and thus \( \lambda = \frac{1}{3} \). Similarly, if \( \xi \) is a fourth root of unity, then \( p(t) \) must divide \( t^2 + 1 \) and thus \( \lambda = \frac{1}{4} \). If \( \xi \) is a sixth root of unity, then \( p(t) \) must divide \( t^2 - t + 1 \) and \( \lambda = \frac{1}{6} \). Thus if every eigenvalue of \( U \) is \( \pm 1 \) or a 3rd, 4th or 6th root of unity, then \( \tilde{C}\tilde{C}^T \) has only rational eigenvalues.

Based on our intuition gained from the computational findings and the results in this section, we proffer the following conjecture:

**Conjecture 7.6.** Let \( X \) be an orientably-regular map, and let \( U \) be its transition matrix. If \( s > 0 \) is such that \( U^s = I \) and \( U^r \neq I \) for all \( r < s \), then \( s \in \{1, 2, 6, 12\} \).
The partial results of this section support the conjecture, but some additional insights are necessary for its resolution.

8. Computations

In this section, we offer context and motivation for some of our results. Since vertex-face walks are not yet well-studied in the literature, we performed numerical experiments on a large set of orientably-regular maps to obtain intuition for their behaviour. For this, we used a census that includes all orientably-regular maps having at most 1000 edges, provided by Conder [8, 9, 7]. In this list, each map is given as a presentation of its automorphism group. We used SageMath [29] to compute the incidence matrices $N$ and $M$ for each map, and then NumPy [19] to compute the transition matrix $U$ and analyse the vertex-face walk on that map. In doing so, we observed some noteworthy behaviour. For instance, for a large proportion of orientably-regular maps with up to 1000 edges, the transition matrix $U$ satisfies the property that $U^2 = I$. This provides motivation for our characterisations of such maps in Lemma 7.2 and Corollary 7.3. For other instances of periodicity, we searched only up to a finite time of $t = 1000$; we found no time greater than $t = 12$ that occurs as a period within this range. See also Section 9, in which we discuss bounding the time of PST and periodicity as an open problem.

We observed that for the orientably-regular maps, periodicity occurred only with period $t \in \{1, 2, 6, 12\}$. By part (ii) of Corollary 5.3, periodic maps with period $t = 1$ have only one vertex. For such maps, $U = I$ only if $|F| = 1$, i.e. if the map is a quasi-tree bouquet (Lemma 7.1). For every even integer $\ell > 0$, there is exactly one orientably-regular map with $\ell$ edges that is a quasi-tree bouquet. By Theorem 5.1, periodic maps with a period of $t = 2$, $6$ or $12$ satisfy $U^t = I$.

It is interesting to note that for all of the maps that we found that satisfy $U^t = I$ with period $t = 6, 12$, the transition matrix $U$ does not have any primitive 6th or 12th roots of unity as an eigenvalue. Moreover, all of the periodic maps are included in a large subset of maps for which the matrix $CC^T$ has integer eigenvalues, which motivated Lemma 7.5. Tables 2 and 3 summarize our computations on reflexible and chiral maps, respectively. Each table shows the number of maps, of each class, that have integer eigenvalues, and in the last four columns, for each $t \in \{1, 2, 6, 12\}$, the number of maps for which $t$ is the smallest time at which $U^t = I$. In these tables, the reflexible maps are considered up to duality, and the chiral maps up to both duality and mirror image. The transition matrix of the dual of a map $X$ is given by $U^T$, where $U$ is the transition matrix of $X$; thus $U^t = I$ if and only if $(U^T)^t = I$. However the period of the periodicity may differ since the state spaces are different: if $t > 0$ is odd and there is periodicity with period $2t$ in $X$, it is possible that there is periodicity with period $t$ in the dual. This did occur for some maps in the census, but only at $t = 1$ for maps with a single face and more than one vertex, hence $U^2 = I$ (Corollary 5.2). Because of this, the dual maps were omitted from the table, and we count the maps for which $U^t = I$, since it applies to both maps under duality.

We did not find any orientably-regular maps with perfect state transfer at time $t > 1$. There were, however, maps with perfect state transfer at time $t = 1$, and such maps satisfy both $U^2 = I$ and $|V| = 2$ by Theorem 5.4 and Proposition 5.5.

Results from this paper were used to simplify our computations; for example, Corollary 7.3 was used to quickly determine whether a map satisfies $U^2 = I$, and Corollary 4.3 was used to simplify computations regarding perfect state transfer and periodicity.
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<table>
<thead>
<tr>
<th>edges</th>
<th>maps</th>
<th>$\sigma(CC^T) \subset \mathbb{Z}$</th>
<th>periodicity</th>
</tr>
</thead>
<tbody>
<tr>
<td>2-100</td>
<td>793</td>
<td>773</td>
<td>50</td>
</tr>
<tr>
<td>101-200</td>
<td>1378</td>
<td>1289</td>
<td>50</td>
</tr>
<tr>
<td>201-300</td>
<td>1689</td>
<td>1527</td>
<td>50</td>
</tr>
<tr>
<td>301-400</td>
<td>2175</td>
<td>1906</td>
<td>50</td>
</tr>
<tr>
<td>401-500</td>
<td>1865</td>
<td>1720</td>
<td>50</td>
</tr>
<tr>
<td>501-600</td>
<td>2935</td>
<td>2360</td>
<td>50</td>
</tr>
<tr>
<td>601-700</td>
<td>2273</td>
<td>1966</td>
<td>50</td>
</tr>
<tr>
<td>701-800</td>
<td>3879</td>
<td>3031</td>
<td>50</td>
</tr>
<tr>
<td>801-900</td>
<td>2634</td>
<td>2319</td>
<td>50</td>
</tr>
<tr>
<td>901-1000</td>
<td>2699</td>
<td>2355</td>
<td>50</td>
</tr>
</tbody>
</table>

Table 2. This table shows the number of reflexible maps that admit periodicity, broken down into ranges of 100 edges. We checked for periodicity only up to a time of 1000, and found periodicity only with periods 1, 2, 6, or 12.

<table>
<thead>
<tr>
<th>edges</th>
<th>maps</th>
<th>$\sigma(CC^T) \subset \mathbb{Z}$</th>
<th>periodicity</th>
</tr>
</thead>
<tbody>
<tr>
<td>2-100</td>
<td>61</td>
<td>36</td>
<td>0</td>
</tr>
<tr>
<td>101-200</td>
<td>176</td>
<td>89</td>
<td>0</td>
</tr>
<tr>
<td>201-300</td>
<td>263</td>
<td>143</td>
<td>0</td>
</tr>
<tr>
<td>301-400</td>
<td>368</td>
<td>140</td>
<td>0</td>
</tr>
<tr>
<td>401-500</td>
<td>393</td>
<td>190</td>
<td>0</td>
</tr>
<tr>
<td>501-600</td>
<td>511</td>
<td>228</td>
<td>0</td>
</tr>
<tr>
<td>601-700</td>
<td>593</td>
<td>210</td>
<td>0</td>
</tr>
<tr>
<td>701-800</td>
<td>769</td>
<td>275</td>
<td>0</td>
</tr>
<tr>
<td>801-900</td>
<td>632</td>
<td>317</td>
<td>0</td>
</tr>
<tr>
<td>901-1000</td>
<td>750</td>
<td>256</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 3. This table shows the number of chiral maps that admit periodicity, broken down into ranges of 100 edges. We checked for periodicity only up to a time of 1000, and found periodicity only with periods 1, 2, 6, or 12.

9. Further directions and open problems

The area of discrete-time quantum walks is a relatively new area and examples are needed in order to build intuition. In this work, we have used the census of regular maps [9] to explore many examples of two-reflection discrete-time quantum walks, more specifically vertex-face walks. We then proved results about these walks related to the combinatorial properties of the corresponding embeddings. Connections with the topological properties of the embeddings have yet to be fully explored. Godsil and Zhan [16] study another model of discrete-time quantum walk on a graph, where the first reflection serves as a ‘coin flip’ that depends on a rotation system assigned to the graph. Since this is equivalent to embedding the graph into an orientable surface, they perform computations that seem to show a correlation between properties of the so-called average mixing matrix and the genus of the corresponding embedding; the exact relation has yet to be formulated and proven. Similar computations can be done for the vertex-face walk, which could be an interesting direction for future...
work. In this paper, we have focused mostly on periodicity and perfect state transfer in the vertex-face walk; we will now discuss future directions related to perfect state transfer.

It appears that perfect state transfer (abbreviated hereafter as PST for brevity) is a rare phenomenon. For every time $t > 0$ there exists at least one map which admits PST at time $t$, namely the toroidal $(1,2t)$-grid as discussed in Section 6.2. For odd $t$ there is also the toroidal $(2,t)$ grid with PST at time $t$. Besides toroidal grids, the only maps that we know to admit PST have the PST occurring at time 1 and are maps with only two vertices. We have also searched all orientable embeddings of cubic graphs on up to 12 vertices but PST did not occur for any of these maps. It would be interesting to see more examples of maps that admit PST. In particular, we do not know of any simple graphs admitting PST, other than the planar embedding of $K_2$.

To aid in the quest for PST, the following open problem would be of interest:

**Open Problem 9.1.** Does there exist a constant upper bound on a time of PST, in a map admitting PST?

In our computations involving the census of orientably-regular maps, we have searched for PST and periodicity only up to a time of 1000; we performed a limited number of computations, since we have limited computational resources and our main objective is not computational in nature.

The vertex-face walk is periodic if and only if some power of its transition matrix equals the identity. If we want to determine if some power of an arbitrary unitary matrix $U$, with rational entries, is the identity, note that it is not sufficient to check only the powers $U, U^2, \ldots, U^{|U|}$, where $|U|$ denotes the order of $U$. For example, the matrix $M = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}$ is a $2 \times 2$ with primitive 4th roots of unity as eigenvalues. However, for the vertex-face walk, if $U^s = I$, we can give a rough upper bound on $s$ using the numbers of vertices and faces, which we show in Appendix A.

Another open problem would be to find a function $f(n,k,d)$ such that for a type $(k,d)$-map (or, indeed, a general map), if $U^s \neq I$ for all $s \leq f(n,k,d)$, then no power of $U$ is the identity. For an orientably-regular map, this would imply that the map does not admit periodicity at any vertex at any time.

We found PST in the toroidal grids with $n = 1, 2$, but did not find it anywhere else. The symmetry of these maps implies that if there is $uv$-PST for some vertices $u,v$, then the vertex set must partition into pairs where there is PST between every pair. We make the following conjecture.

**Conjecture 9.2.** Let $n,m \geq 3$ such that $(n,m) \neq (4,4)$. Then the toroidal $(n,m)$-grid is not periodic at any time $\tau$. Consequently, there is also no perfect state transfer at any time $\tau$.

Since perfect state transfer in vertex-face walks appears to be a rare phenomenon, we can turn our attention to the several other possible methods of state transfer. In the remainder of this section, we will discuss variations on the notion of PST for the vertex-face walk.

**PST between vertices of different degrees.** Recall that in Section 4, we originally defined PST between vertices $u$ and $v$ at time $\tau > 0$ as $U^\tau \tilde{N}e_u = x$ where $x \in \mathbb{C}^A$ is a unit length vector that satisfies $\tilde{N}e_x \circ x = 0$ for all $w \neq v$ (i.e. $x$ is any superposition of the arcs incident to $v$). We then restricted the definition of PST to be between vertices $u$ and $v$ of equal degree, in which $x$ would necessarily have to equal $\tilde{N}e_v$ (Lemma 4.4). If we allow $u$ and $v$ to have different degrees however, $x$ can be any superposition of the arcs that are incident to $v$. This raises the question: are
there maps for which this more general type of $uv$-PST occurs between vertices of different degrees? As was discussed in Section 4, this can only happen if the degree of $v$ is larger than the degree of $u$. We do not know of any examples of perfect state transfer between vertices of different degrees in a vertex-face walk.

“Reverse” PST. Consider the unique genus 0 embedding of the path $P_3$ as depicted in Figure 12. Because $P_3$ is a tree, we have $U^2 = I$. Like for all trees other than $K_2$, there is also no PST at time 1. However, $U$ sends the uniform superposition of the arcs incident to $v$ to the reverse arcs:

$$U \tilde{N}e_v = R \tilde{N}e_v,$$

where $R$ is the arc-reversal matrix. The same is true for the central vertex of any star graph $K_{1,n}$. Generally, we can say a map $X$ admits reverse $uv$-PST at time $\tau$ if

$$U^\tau \tilde{N}e_u = R \tilde{N}e_v,$$

for vertices $u$ and $v$ at some time $\tau > 0$. Besides the star graphs, this happens for any embedding of the graph on two vertices with a number of parallel edges between them, such as the digon from Figure 2. For all of these examples, the reverse-PST occurs at time $\tau = 1$. A natural problem to ask would be the following.

**Open Problem 9.3.** What are the classes of orientable maps that admit reverse $uv$-PST? Further, are there examples where it occurs for the first time at some time $\tau > 1$?
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Vertex-face PST. Each step in the vertex-face walk on a map $X$ can be thought of as taking one step in $X$ and then one step in the dual $X^*$, each step corresponding to one of the two reflections that form the transition matrix $U$. It is hence natural to define a notion of state transfer between a vertex and a face; we say that a map admits vertex-face perfect state transfer if

$$U^\tau \hat{N}e_u = \hat{M}e_f$$

at some time $\tau > 0$ for some vertex $u$ and face $f$.

For example, the toroidal $(1,5)$-grid admits vertex-face perfect state transfer between the ‘antipodal’ vertex-face pairs, as shown in Figure 13. In this example, the map is periodic at time $5$ and Lemma 5.3 tells us that $U^3 \hat{N}e_u$ is in the column space of $\hat{M}$; in fact, in this case, $U^3 \hat{N}e_u$ is a column of $\hat{M}$. Thus, in a sense, we can view the vertex-face PST as a strengthening of the condition in Lemma 5.3(i).

One can ask if it is easier to generate prolific examples of this form of PST. Other basic questions to investigate include the following:

- If vertex-face PST occurs at time $\tau$, is there periodicity at time $2\tau$?
- If vertex-face PST occurs between vertex $v$ and face $f$, can it also occur between $v$ and $f' \neq f$ at some other time?
- What are some structural properties that $v$ and $f$ have to satisfy when vertex-face PST occurs between $v$ and $f$?

For the third question, we are motivated by our example above, in which the vertex $v$ and the face $f$ are antipodal, in some sense.

Appendix A. Bounding the Minimal Time of Perfect State Transfer

If a map $X$ has a partition of vertices into pairs, such that $X$ admits perfect state transfer between every pair, then we can give a crude bound on the time of perfect state transfer, using some basic algebraic number theory. In the following lemma, $\varphi$ denotes the Euler totient function.

Lemma A.1. If $U^s = I$ and $U^t \neq I$ for $0 < t < s$, then $2 \min\{n, f\} \geq \varphi(s')$ for any divisor $s'$ of $s$ such that there exists an eigenvalue of $U$ which is a primitive $s'$th root of unity.

Proof. Let $\psi(t) := \psi(\hat{C}\hat{C}^T, t)$ denote the minimal polynomial of $\hat{C}\hat{C}^T$. Since $\hat{C}\hat{C}^T$ has entries in $\mathbb{Q}$, the roots of $\psi(t)$ lie in some field extension of $\mathbb{Q}$; let $K$ be the splitting field of $\psi$ over $\mathbb{Q}$.

Let $\lambda$ be an eigenvalue of $U$. By Theorem 3.3, the minimal polynomial of $\lambda$ over $K$ has degree at most 2. Let $L$ be the splitting field of the minimal polynomial of $\lambda$ over $K$. Since $U^s = I$, we see that every eigenvalue of $U$ must be an $s$th root of unity. Thus, for some $s'$ dividing $s$, we have that $\lambda$ is a primitive $s'$th root of unity and so $\lambda \in \mathbb{Q}(\zeta)$ where $\zeta = e^{\frac{2\pi i}{s}}$. Since $U$ is a rational matrix, its characteristic polynomial has rational coefficients and thus the algebraic conjugates of $\lambda$ must occur as eigenvalues of $U$ with equal multiplicity as $\lambda$ and so we see that $\mathbb{Q}(\zeta) \subseteq L$.

Now we consider the indices of these field extensions and we see that $[L : K] \leq 2$ and

$$[K : \mathbb{Q}] \leq \deg(\psi(t)) \leq \min(n, f),$$

since $\hat{C}\hat{C}^T$ and $\hat{C}^T\hat{C}$ have the same minimal polynomial $p(t)$, up to a factor of $t$, and the degree is upper-bounded by size of the matrix. We also have that

$$[L : \mathbb{Q}] = [L : K][K : \mathbb{Q}] \geq [\mathbb{Q}(\zeta) : \mathbb{Q}] = \varphi(s')$$

where $\varphi$ denotes the Euler totient function. $\square$
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A well-known, elementary lower bound for the Euler totient function of a number \( n \) is \( \varphi(n) \geq \sqrt{\frac{n}{2}} \). We obtain that \( s' \leq 2(2 \min\{n, f\})^2 = 8(\min\{n, f\})^2 \). Let \( S \) be the set of integers \( s' \) such that \( U \) has an eigenvalue which is a primitive \( s' \)th root of unity. Since \( s \) is the smallest positive integer such that \( U^s = I \), we see that \( s \) is the least common multiple of the elements of \( S \). If \( s \) is prime, then \( s \in S \) and we have that
\[
s \leq 8(\min\{n, f\})^2.
\]
Otherwise, the elements of \( S \) are each upper bounded by \( 8(\min\{n, f\})^2 \) and thus
\[
s \leq \prod_{s' \in S} s' \leq (8(\min\{n, f\})^2)!.
\]

**Corollary A.2.** If a map \( X \) has a partition of its vertices into pairs, such that \( X \) admits perfect state transfer between every pair, then the time \( \tau \) where perfect state transfer first occurs is upper bounded as follows:
\[
\tau \leq \frac{1}{2} (8(\min\{n, f\})^2)!.
\]

**Proof.** If \( X \) admits perfect state transfer at time \( \tau \) between every pair of vertices, then \( X \) is periodic at time \( 2\tau \) and, by Theorem 5.1, \( U^{2\tau} = I \). By the discussion above, we see that \( 2\tau \leq (8(\min\{n, f\})^2)! \) and the result follows. \( \square \)
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