
ALGEBRAIC
 COMBINATORICS

Charalambos Evangelou, Mihalis Maliakas & Dimitra-Dionysia
Stergiopoulou
On stability and nonvanishing of homomorphism spaces between Weyl modules
Volume 7, issue 6 (2024), p. 1761-1792.
https://doi.org/10.5802/alco.397

© The author(s), 2024.

This article is licensed under the
CREATIVE COMMONS ATTRIBUTION (CC-BY) 4.0 LICENSE.
http://creativecommons.org/licenses/by/4.0/

Algebraic Combinatorics is published by The Combinatorics Consortium
and is a member of the Centre Mersenne for Open Scientific Publishing

www.tccpublishing.org www.centre-mersenne.org
e-ISSN: 2589-5486

https://doi.org/10.5802/alco.397
http://creativecommons.org/licenses/by/4.0/
https://www.tccpublishing.org/
www.tccpublishing.org
www.centre-mersenne.org
http://www.centre-mersenne.org/


Algebraic Combinatorics
Volume 7, issue 6 (2024), p. 1761–1792
https://doi.org/10.5802/alco.397

On stability and nonvanishing of
homomorphism spaces between Weyl
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& Dimitra-Dionysia Stergiopoulou

Abstract Consider the general linear group G = GLn(K) defined over an infinite field K
of positive characteristic p. We denote by ∆(λ) the Weyl module of G which corresponds
to a partition λ. Let λ, µ be partitions of r and let γ be a partition with parts divisible by
p. In the first main result of this paper, we find sufficient conditions on λ, µ and γ so that
HomG(∆(λ), ∆(µ)) ≃ HomG(∆(λ + γ), ∆(µ + γ)), thus providing an answer to a question
of D. Hemmer. As corollaries we obtain stability and periodicity results for homomorphism
spaces. In the second main result we find related sufficient conditions on λ, µ and p so that
HomG(∆(λ), ∆(µ)) is nonzero. An explicit map is provided that corresponds to the sum of all
semistandard tableaux of shape µ and weight λ.

1. Introduction
Let K be an infinite field of positive characteristic p and let G = GLn(K) be the
general linear group defined over K. We let ∆(λ) denote the Weyl module of G
corresponding to a partition λ. Since the classical papers of Carter-Luzstig [5] and
Carter-Payne [4], homomorphism spaces HomG(∆(λ),∆(µ)) between Weyl modules
have attracted much attention. In those works sufficient arithmetic conditions on
λ, µ and p were found so that HomG(∆(λ),∆(µ)) ̸= 0. The determination of the
dimensions of these homomorphism spaces, or even when they are nonzero, seems
a difficult problem. Other natural problems arise when one considers the behavior
of HomG(∆(λ),∆(µ)) and higher extension groups under various operations in the
representation theory of G, such as taking Frobenius twists of the modules [6], or
considering complements of the involved partitions [9], or horizontal and vertical cuts
[11, 7, 3].

Various stability and periodicity properties in the modular representation theory
of G and the symmetric group that are related to adding powers of p to the first parts
of the involved partitions have been studied. For example, decomposition numbers,
p - Kostka numbers, dimensions of various cohomology groups have been shown to
exhibit such properties; see [12, 14, 17, 16, 23]. In [22, Theorem 1.1(1)], two of the
present authors proved a periodicity property of the dimensions of HomG(∆(λ),∆(µ))
(and also higher extension groups) with respect to adding a power of p to the first
parts of λ and µ. In the first main theorem of the present paper (Theorem 4.4) we
generalize this result by finding sufficient combinatorial hypotheses on λ and µ so
that dim HomG(∆(λ),∆(µ)) = dim HomG(∆(λ+γ),∆(µ+γ)), where γ is a partition
such that each part is divisible by a sufficiently high power of p. These powers are
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explicitly determined by λ and µ. Theorem 4.4 provides an answer to a problem of
D. Hemmer [15, Problem 5.4] formulated in terms of homomorphisms between Specht
modules for the symmetric group. This is equivalent to the above formulation when
p > 2 via the Schur functor [13].

If k is a nonnegative integer and ν = (ν1, . . . , νn) a partition, let kν be the partition
(kν1, . . . , kνn). Let

dk = dim HomG(∆(λ+ kν),∆(µ+ kν)).
As an immediate corollary we have that the sequence dp, dp2 , . . . eventually stabilizes
for any partition ν under certain conditions on λ, µ (Corollary 4.5). Also, we show
that for a particular class of partitions ν, the sequence d0, d1, . . . is periodic with
period a power of p (Corollary 4.6).

Our second main result (Theorem 5.2) shows that under suitable combinatorial
hypotheses on λ, µ and p we have HomG(∆(λ),∆(µ)) ̸= 0. A nonzero homomorphism
∆(λ) → ∆(µ) is provided explicitly that corresponds to the sum of all semistandard
tableaux of shape µ and weight λ. This generalizes Theorem 3.1 of [21] that is valid for
µ consisting of two parts. The second result is independent of the first, but both proofs
use similar techniques. We rely on a systematic use of the classical presentation of the
Weyl modules ∆(λ) and utilize combinatorics and computations involving tableaux.

The paper is organized as follows. In Section 2 we establish notation and gather
preliminaries that will be needed later. In Section 3 we introduce a family of pairs
of partitions λ, µ to which the two main theorems apply and we establish associated
important combinatorial results that are utilized in the following sections. The proofs
of the first and second main theorems are given in Section 4 and 5, respectively.

2. Recollections
The purpose of this section is to establish notation and recall facts that will be needed
in the sequel.

For the reader’s convenience we gather here some of the notation that will be used
often.

Dictionary of frequent notation
• Λ(n, r) and Λ+(n, r): set of sequences of length n of nonnegative integers that sum

to r and the subset of partitions of r (Subsection 2.1).
• D(α), where α ∈ Λ(n, r): D(α) = Dα1V ⊗ · · · ⊗ DαnV tensor product of divided

powers of the natural GLn(K)-module V (Subsection 2.1).
• π∆(µ) : D(µ) → ∆(µ): natural projection onto the Weyl module ∆(µ) (Subsection

2.1).
• SST(µ) and SSTα(µ): set of semistandard tableaux of shape µ and the subset of

semistandard tableaux of shape µ and weight α (Subsection 2.2).
• RSST(µ) and RSSTα(µ): set of row semistandard tableaux of shape µ and the subset

of row semistandard tableaux of shape µ and weight α (Subsection 2.2).
• AT , where T ∈ RSSTα(µ): the n × n matrix AT = (aij), where aij is equal to the

number of appearances of the entry j in the ith row of T (Subsection 2.2).
• [T ], where T ∈ RSST(µ): [T ] = π∆(µ)(1(a11) · · ·n(a1n) ⊗· · ·⊗1(an1) · · ·n(ann)), where

(aij) is the matrix of T (Subsection 2.2).
• T [s, s+ 1]: tableau consisting of rows s and s+ 1 of T (Subsection 2.2).
• ϕT , where T ∈ RSSTα(µ): the map ϕT : D(α) → ∆(µ) defined in Definition 2.4.
• λ(s, t), where λ ∈ Λ+(n, r): λ(s, t) = (λ1, . . . , λs + t, λs+1 − t, . . . , λn) (Subsection

2.4).
• eα, where α ∈ Λ(n, r): eα = 1(α1) ⊗ · · · ⊗ n(αn) ∈ D(α) if α = (α1, . . . , αn) (Subsec-

tion 2.4).
• lp(a): the least integer i such that pi > a (Subsection 2.5).
• ψα: the map in Lemma 3.3(2).
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• Λ+(n, r)g: the subset of Λ+(n, r) defined in Definition 4.1.
• cs and es: the integers defined in Definition 4.3.
• α∨ = α+ γ (Subsection 4.2).
• ψ: the map defined in Definition 5.1.
• τs = t1 + · · · + ts−1 (Subsection 5.2).

2.1. Notation. We will be working with homogeneous polynomial representations
of G = GLn(K), where K is an infinite field of characteristic p > 0. For a positive
integer r, let Λ(n, r) the set of sequences α = (α1, . . . , αn) of length n of nonnegative
integers that sum to r and Λ+(n, r) the subset of Λ(n, r) consisting of partitions, that
is sequences µ = (µ1, . . . , µn) such that µ1 ⩾ µ2 ⩾ · · · ⩾ µn. The length of a partition
µ is the number of nonzero parts of µ and is denoted by ℓ(µ). If m is a positive integer
such that m ⩽ n, we will consider Λ(m, r) and Λ+(m, r) as subsets of Λ(n, r) and
Λ+(n, r), respectively by appending a string of 0’s at the end if necessary.

If α, β ∈ Λ(n, r), where α = (α1, . . . , αn), β = (β1, . . . , βn), we write α ⊴ β if
α1 + · · · + αi ⩽ β1 + · · · + βi for all i.

We use the notation
∑
iMi for the direct sum of vector spaces Mi. We denote by

V = Kn be the natural G-module and DV =
∑
i⩾0 DiV the divided power algebra of

V , ([2, Section I.4]). If v ∈ V and i is a nonnegative integer, we have the ith divided
power v(r) ∈ DiV . We recall that if i, j are nonnegative integers, then the product
v(i)v(j) of v(i) and v(j) is given by

v(i)v(j) =
(
i+j
j

)
v(i+j)

where
(
i+j
j

)
is the indicated binomial coefficient. If α = (α1, . . . , αn) ∈ Λ(n, r), let

D(α) = D(α1, . . . , αn) be the tensor product Dα1V ⊗ · · · ⊗ Dαn
V . If µ ∈ Λ+(n, r),

we denote by ∆(µ) the corresponding Weyl module for G and by

π∆(µ) : D(µ) → ∆(µ)

the natural projection.

2.2. Semistandard tableaux. Consider the order ϵ1 < ϵ2 < · · · < ϵn on the natu-
ral basis {ϵ1, . . . , ϵn} of V . In the sequel we will denote each element ϵi by its subscript
i. For a partition µ = (µ1, . . . , µn) ∈ Λ+(n, r), a tableau of shape µ is a filling of the
diagram of µ with entries from {1, . . . , n}. A tableau is called row semistandard if the
entries are weakly increasing across the rows from left to right. A row semistandard
tableau is called semistandard if the entries are strictly increasing in the columns
from top to bottom. The set consisting of the semistandard (respectively, row semi-
standard) tableaux of shape µ will be denoted by SST(µ) (respectively, RSST(µ)).
The weight of a tableau T is the tuple α = (α1, . . . , αn), where αi is the number of
appearances of the entry i in T . The set consisting of the semistandard (respectively,
row semistandard) tableaux of shape µ and weight α will be denoted by SSTα(µ)
(respectively, RSSTα(µ)). For example, the following tableau of shape µ = (6, 4)

T = 1 1 1 1 2 4
2 2 4 4

is semistandard and has weight α = (4, 3, 0, 3). We will use ‘exponential’ notation for
row semistandard tableaux. For the previous example we may write

T = 1(4)24
2(2)4(2).
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Remark 2.1. For latter use we make the following remark. If a tableau T of shape
(µ1, . . . , µn) and weight of the form (λ1, . . . , λs+ t, λs+1 − t, . . . , λn), has the property
that all elements 1, 2, . . . , s appear in the first s rows of T , then

t ⩽ (µ1 − λ1) + · · · + (µs − λs).
Indeed, let k be the number of entries of T that are less than or equal to s. Since these
entries appear in the first s rows of T we have k ⩽ µ1 + · · · + µs. On the other hand,
since the weight of T is (λ1, . . . , λs+ t, λs+1 − t, . . . , λn), we have k = λ1 + · · ·+λs+ t.
Thus t ⩽ (µ1 − λ1) + · · · + (µs − λs).

For T ∈ RSSTα(µ) we may associate an n×n matrix AT = (aij) with nonnegative
integer entries by letting aij be the number of appearances of the entry j in the
ith row of T . It is understood that aij = 0 if i > ℓ(µ). Let Mn(N) be the set of
n×n matrices with nonnegative integer entries. For A = (aij) ∈ Mn(N), we have the
sequences A(1), A(2) ∈ Λ(n) of column sums and row sums of A defined by

A(1) = (
∑
i ai1, . . . ,

∑
i ain), A(2) = (

∑
j a1j , . . . ,

∑
j anj).

It is clear from the definitions that we have a bijection
(2.1) RSSTα(µ) → {A ∈ Mn(N) : A(1) = α,A(2) = µ}, T 7→ AT .

For B ∈ Mn(N) such that B(1) = α,B(2) = µ, we denote by TB ∈ RSSTα(µ) the
unique row semistandard tableau such that ATB

= B.
If T ∈ RSSTα(µ) has corresponding matrix AT = (aij), we may consider the

element
1(a11) · · ·n(a1n) ⊗ · · · ⊗ 1(an1) · · ·n(ann) ∈ D(µ).

The image of this element under the natural projection π∆(µ) : D(µ) → ∆(µ) will be
denoted by [T ],

[T ] = π∆(µ)(1(a11) · · ·n(a1n) ⊗ · · · ⊗ 1(an1) · · ·n(ann)).
We recall from [2] the following result.

Theorem 2.2. A basis of the vector space ∆(µ), where µ ∈ Λ+(n, r), is the set {[T ] :
T ∈ SST(µ)}.

Let T ∈ RSST(µ) and consider the tableau
T [s, s+ 1]

consisting of rows s and s+1 of T , where s ∈ {1, 2, . . . ,m−1}. We have the partition
µ[s, s+ 1] = (µs, µs+1) and the corresponding Weyl module ∆(µ[s, s+ 1]). From the
analog of [2, Lemma II.2.3] for Weyl modules we obtain the following result.

Lemma 2.3. Let T ∈ RSST(µ). If in ∆(µ[s, s+1]) we have [T [s, s+1]] =
∑
i ci[T [s, s+

1]i], where ci ∈ K, then in ∆(µ) we have [T ] =
∑
i ci[Ti], where Ti is the tableau

obtained from T by replacing rows s and s+ 1 with T [s, s+ 1]i.

2.3. The maps ϕT and weight subspaces of ∆(µ). Let α ∈ Λ(n, r), µ ∈ Λ+(n, r)
and T ∈ RSSTα(µ) with corresponding matrix A = AT = (aij). We have A(1) = α

and A(2) = µ. For each j = 1, 2, . . . , n, consider the indicated component
(2.2) ∆ : D(αj) → D(a1j , a2j , . . . , anj),
of the comultiplication map of the Hopf algebra DV . If x ∈ D(αj), the image ∆(x) ∈
D(a1j , a2j , . . . , anj) is a sum of elements of the form xs(a1j , 1) ⊗ xs(a2j , 2) ⊗ · · · ⊗
xs(anj , n), where for each j we have xs(aij , i) ∈ D(aij). By a slight abuse of notation
we will write xs(aij) in place of xs(aij , i). Thus we will write ∆(x) =

∑
s xs(a1j) ⊗

xs(a2j) ⊗ · · · ⊗ xs(anj).
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Definition 2.4. Let T ∈ RSSTα(µ). With the previous notation, define the map
ϕT : D(α) → ∆(µ) that sends x1 ⊗ x2 ⊗ · · · ⊗ xn to

π∆(µ)
( ∑
s1,...,sn

x1s1(α11) · · ·xnsn
(α1n) ⊗ · · · ⊗ x1s1(αn1) · · ·xnsn

(αnn)
)
.

Remark 2.5. We note that ϕT (1(α1) ⊗ · · · ⊗ n(αn)) = [T ] if T ∈ RSSTα(µ), where
α = (α1, . . . , αn).

Example. Let n = 3 and consider the partition µ = (6, 5) and the row semistandard
tableau

T = 1(2)2(4)

12(2)3(2) ∈ RSSTα(µ),

that has weight α = (3, 6, 2). Then the matrix of T is

AT =

2 4 0
1 2 2
0 0 0

 .

Let x = x1 ⊗ x2 ⊗ x3 ∈ D(α), where x1 = 2(3), x2 = 1(3)2(3), x3 = 3(2). Computing
the images of the xj under the maps (2.2) we have

D(3) → D(2, 1), 2(3) 7→ 2(2) ⊗ 2,

D(6) → D(4, 2), 1(3)2(3) 7→ 1(3)2 ⊗ 2(2) + 1(2)2(2) ⊗ 12 + 12(3) ⊗ 1(2),

D(2) → D(2), 3(2) 7→ 3(2).

Hence for the image of x under the map ϕT : D(α) → ∆(µ) of Definition 2.4 we have

ϕT (x) = π∆(µ)(2(2)1(3)2 ⊗ 22(2)3(2)) + π∆(µ)(2(2)1(2)2(2) ⊗ 2123(2))

+ π∆(µ)(2(2)12(3) ⊗ 21(2)3(2))

=
(2+1

1
)(1+2

2
) [

1(3)2(3)

2(3)3(2)

]
+

(2+2
2

)(1+1
1

) [
1(2)2(4)

12(2)3(2)

]
+

(2+3
3

) [
12(2)3(3)

1(2)23(2)

]
.

The binomial coefficients come from the multiplication in the divided power algebra
DV .

Let ∆(µ)α be the weight subspace of ∆(µ) that corresponds to the weight α. We
recall from [1, Section 2] the following.

Proposition 2.6 ([1]). Let α ∈ Λ(n, r) and µ ∈ Λ+(n, r). Then there is an isomor-
phism of vector spaces ∆(µ)α ≃ HomG(D(α),∆(µ)) such that [T ] 7→ ϕT for all T ∈
RSSTα(µ). Moreover, a basis of HomG(D(α),∆(µ)) is the set {ϕT : T ∈ SSTα(µ)}.

2.4. Presentation of ∆(λ). First some notation. If α = (α1, . . . , αn) ∈ Λ(n, r) and
s, t are integers such that 1 ⩽ s ⩽ n− 1 and 1 ⩽ t ⩽ αs+1, let us denote the sequence
(α1, . . . , αs + t, αs+1 − t, . . . , αn) ∈ Λ(n, r) by α(s, t).

Recall from [2, Theorem II.3.16] that we have the following presentation of ∆(λ),

(2.3)
n−1∑
s=1

λs+1∑
t=1

D(λ(s, t)) □λ−−→ D(λ)
π∆(λ)−−−→ ∆(λ) → 0,

where the restriction of □λ to the summand D(λ(s, t)) is the composition
(2.4)
□λ,s,t : D(λ(s, t)) 1⊗···⊗∆⊗···1−−−−−−−−→ D(λ1, . . . , λs, t, λs+1 − t, . . . , λm) 1⊗···⊗η⊗···1−−−−−−−−→ D(λ),
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where ∆ : D(λs + t) → D(λs, t) and η : D(t, λs+1 − t) → D(λs+1) are the indicated
components of the comultiplication and multiplication respectively of the Hopf algebra
DV .

If α = (α1, . . . , αn) ∈ Λ(n, r), we let

eα = 1(α1) ⊗ · · · ⊗ n(αn) ∈ D(α).

Let T ∈ RSSTλ(µ). Then

T =
1(a11)2(a12) · · ·n(a1n)

· · ·
1(an1)2(an2) · · ·n(ann)

,

where AT = (aij). In many occasions we will have subscripts of the form aij . For
clarity we will often write ai,j in place of aij when i and j are more complicated
expressions.

The next lemma concerns the composition of the maps □λ,s,t and ϕT .

Lemma 2.7. Let T ∈ RSSTλ(µ), AT = (aij), s ∈ {1, 2, . . . , n − 1} and t ∈
{1, 2, . . . , λs+1}. With the previous notation, the image of eλ(s,t) under the composi-
tion D(λ(s, t)) □λ,s,t−−−−→ D(λ) ϕT−−→ ∆(µ) is equal to

(2.5)
∑

t1,...,tn

(
a1s+t1
t1

)(
a2s+t2
t2

)
· · ·

(
ans+tn
tn

)
[T (s, t; t1, . . . , tn)],

where the matrix of the row semistandard tableau T (s, t; t1, . . . , tn) is obtained from
(aij) by replacing the columns s and s+ 1 by the columnsa1s + t1

...
ans + tn

 ,

a1,s+1 − t1
...

an,s+1 − tn


and the sum is over all t1, . . . , tn ∈ N such that

t1 + · · · + tn = t, a1,s+1 − t1 ⩾ 0, . . . , an,s+1 − tn ⩾ 0.(2.6)

Proof. From the definition of □λ,s,t given in (2.4), we have

□λ,s,t(eλ(s,t)) =1(λ1) ⊗ · · · ⊗ s(λs) ⊗ s(t)(s+ 1)(λs+1−t)

⊗ (s+ 2)(λs+2) ⊗ · · · ⊗ n(λn).

Let xs+1 = s(t)(s+ 1)(λs+1−t). For the map

∆ : D(λs+1) → D(a1,s+1, a2,s+1 . . . , an,s+1)

given (2.2) we have

∆(xs+1) =
∑

t1,...,tn

s(t1)(s+ 1)(a1,s+1−t1) ⊗ · · · ⊗ s(tn)(s+ 1)(an,s+1)−tn ,
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where the sum is as in (2.6). Now Definition 2.4 yields

ϕT ◦ □λ,s,t(eλ(s,t)) =
∑

t1,...,tn

 1(a11) · · · s(a1s)s(t1)(s+ 1)(a1,s+1−ts+1) · · ·n(a1n)

· · ·
1(an1) · · · s(ans)s(tn)(s+ 1)(an,s+1−ts+1) · · ·n(ann)


=

∑
t1,...,tn

(
a1s+t1
t1

)
· · ·

(
ans+tn
tn

)
 1(a11) · · · s(a1s+t1)(s+ 1)(a1,s+1−ts+1) · · ·n(a1n)

· · ·
1(an1) · · · s(ans+tn)(s+ 1)(an,s+1−ts+1) · · ·n(ann)


=

∑
t1,...,tn

(
a1s+t1
t1

)
· · ·

(
ans+tn
tn

)
[T (s, t; t1, . . . , tn)]. □

We note that T (s, t; t1, . . . , tn) has weight λ(s, t).

Corollary 2.8. Let T ∈ RSSTλ(µ), AT = (aij), s ∈ {1, 2, . . . , n − 1} and t ∈
{1, 2, . . . , λs+1}. The image of ϕT under map

HomG(D(λ),∆(µ)) HomG(□λ,s,t,∆(µ))−−−−−−−−−−−−→ HomG(D(λ(s, t)),∆(µ)),
is equal to

∑
t1,...,tn

(
a1s+t1
t1

)(
a2s+t2
t2

)
· · ·

(
ans+tn
tn

)
ϕT (s,t;t1,...,tn), where the sum is over

all t1, . . . , tn ∈ N satisfying conditions (2.6) of the previous lemma.

Proof. Since D(λ(s, t)) is a cyclic G-module generated by the element eλ(s,t), see [25,
Theorem A4], it suffices to show that HomG(□λ,s,t,∆(µ))(ϕT )(eλ(s,t))= f(eλ(s,t)),
where f =

∑
t1,...,tn

(
a1s+t1
t1

)(
a2s+t2
t2

)
· · ·

(
ans+tn
tn

)
ϕT (s,t;t1,...,tn). This equality follows

from the previous lemma and Remark 2.5. □

Remark 2.9. We will need a slightly different expression for the sum (2.5) in Lemma
2.7 in the following special case. With the notation and assumptions of Lemma 2.7,
suppose in addition that AT = (aij) is upper triangular and that s satisfies s < m,
where m = ℓ(µ). Define

τ0 = 0 and τi = t1 + · · · + ti for all i = 1, . . . , s.
Then (2.5) is equal to

(2.7)
∑

t1,...,ts

(
a1s+t1
t1

)(
a2s+t2
t2

)
· · ·

(
ass+ts
ts

)
[T (s, t; t1, . . . , ts, t− τs, 0 . . . , 0],

where the sum is over all t1, . . . , ts ∈ N such that

(2.8) t− τi−1 −
s+1∑
u=i+1

au,s+1 ⩽ ti ⩽ min{ai,s+1, t− τi−1}, i = 1, . . . , s.

Indeed, since (aij) is upper triangular, the inequalities in (2.6) yield ts+2 = · · · =
tn = 0 and thus ts+1 = t − τs. It is clear that (2.6) imply the right inequalities of
(2.8). Also from (2.6) we have

∑s+1
u=i+1 au,s+1 ⩾

∑s+1
u=i+1 tu = t− τi and hence the left

inequalities of (2.8) hold. Conversely, suppose (2.8) hold. By defining ts+1 = t− τs it
follows from the right inequality (for i = s) that ts+1 ⩾ 0. It is clear that the right
inequalities (2.8) imply the inequalities in (2.6).

We will need the following from [21, Lemma 4.2].

Lemma 2.10. Let ν ∈ Λ+(2, c), ν = (ν1, ν2) and T = 1(a1)2(a2) · · ·n(an)

1(b1)2(b2) · · ·n(bn) ∈ Tab(ν).

Then we have the following identities in ∆(ν).
(1) If a1 + b1 > ν1, then [T ] = 0.
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(2) If a1 + b1 ⩽ ν1, then

[T ] = (−1)b1
∑

k2,...,kn

(
b2+k2
b2

)
· · ·

(
bn+kn

bn

) [
1(a1+a2)2(a2−k2) · · ·n(an−kn)

2(b2+k2) · · ·n(bn+kn)

]
,

where the sum ranges over all k2, . . . , kn ∈ N such that k2 + · · · +kn = b1 and
ks ⩽ as for all s = 2, . . . , n.

2.5. Binomial coefficients. Our convention for binomial coefficients is that
(
a
b

)
=

0 if b > a or b < 0.
If a is a positive integer, let lp(a) be the least integer i such that pi > a. We will

need the following well known divisibility properties of binomial coefficients. See, for
example, Lemma 22.4 and Corollary 22.5 of [18].

Lemma 2.11. Let a ⩾ b ⩾ 1 be integers.
(1) If d is a positive integer such that plp(b) divides d, then

(
a+d
b

)
≡

(
a
b

)
mod p.

(2) p divides all of
(
a+1

1
)
,
(
a+2

2
)
, . . . ,

(
a+b
b

)
if and only if plp(b) divides a+ 1.

We will also need the following identities that were used in [21].

Lemma 2.12.
(1) (Vandermonde) Let a1, . . . , as ∈ N and a = a1 + · · · + as. Then∑

t1,··· ,ts

(
a1
t1

)
· · ·

(
as

ts

)
=

(
a
t

)
, where the sum ranges over all t1, . . . , ts ∈ N such

that t1 + · · · + ts = t.
(2) Let a, b, c ∈ N such that b ⩽ a. Then

∑c
j=0(−1)c−j

(
a+j
j

)(
b
c−j

)
=

(
a−b+c
c

)
=

∑c
j=0(−1)j

(
a+c−j
c−j

)(
b
j

)
.

3. The set P (µ) and combinatorics
The key definition of this paper is the following.

Definition 3.1. Fix µ ∈ Λ+(n, r) and let m = ℓ(µ). If m = 1, let P (µ) = Λ(n, r). If
m ⩾ 2, let P (µ) consist of all α ∈ Λ(n, r) such that
(3.1) µ1 + µ2 + · · · + µ̂i−1 + µi ⩽ α1 + α2 + · · · + αi−1,

for all i = 2, . . . ,m, where µ̂i−1 means that µi−1 is omitted.

Example. Suppose µ ∈ Λ+(n, r) has length m = 4 and let α ∈ Λ(n, r). According to
the above definition we have that α ∈ P (µ) if and only if

µ2 ⩽ α1,

µ1 + µ3 ⩽ α1 + α2,

µ1 + µ2 + µ4 ⩽ α1 + α2 + α3.

Let T be semistandard tableau of shape µ and weight α, where α ∈ P (µ). Then T
looks like

µ1

µ2

µ3

µ4

1

2

3

. . .

. . .

. . .

. . .

meaning that the number of i’s in the ith row is at least µi+1, where i = 1, 2, 3. This
example is generalized in Lemma 3.3(1) below.

We have the following properties of P (µ).
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Lemma 3.2. Let µ ∈ Λ+(n, r) and m = ℓ(µ) ⩾ 2. If α ∈ P (µ), then the following
hold.

(1) αi ⩾ (µ1 + · · · + µi−1) − (α1 + · · · + αi−1) for all i = 2, . . . ,m− 1.
(2) If α⊴ µ, then αi ⩾ µi+1 for all i = 1, 2, . . . ,m− 1.
(3) If β ∈ Λ(n, r) and α⊴ β, then β ∈ P (µ).
(4) If γ ∈ Λ+(n) and ℓ(γ) ⩽ m, then α+ γ ∈ P (µ+ γ).

Proof. (1) Let i ∈ {2, . . . ,m− 1}. Using inequality (3.1) for i+ 1 in place of i we have
(3.2) µ1 + µ2 + · · · + µ̂i + µi+i ⩽ α1 + α2 + · · · + αi

and therefore
µ1 + µ2 + · · · + µi−1 ⩽ α1 + α2 + · · · + αi.

Hence αi ⩾ (µ1 + · · · + µi−1) − (α1 + · · · + αi−1).
(2) We have α1 ⩾ µ2 from inequality (3.1). Let i ∈ {2, . . . ,m−1}. Using inequality

(3.2) and the assumption α⊴ µ we have
αi ⩾ µ1 + µ2 + · · · + µ̂i + µi+i − (α1 + · · · + αi−1)

⩾ µ1 + µ2 + · · · + µ̂i + µi+i − (µ1 + · · · + µi−1)
= µi+1.

(3) Let i ∈ {2, . . . ,m}. From inequality (3.1) and the hypothesis α⊴ β we have
µ1 + µ2 + · · · + µ̂i−1 + µi ⩽ α1 + α2 + · · · + αi−1 ⩽ β1 + β2 + · · · + βi−1.

Hence β ∈ P (µ).
(4) Let i ∈ {2, . . . ,m}. Since γ is a partition we have γi ⩽ γi−1 and thus

γ1 + · · · + γi−2 + γi ⩽ γ1 + · · · + γi−2 + γi−1.

From this and inequality (3.1) we obtain
(µ1 + γ1) + · · · + (µi−2 + γi−2) + (µ̂i−1 + γ̂i−1) + (µi + γi)

⩽(α1 + γ1) + · · · + (αi−2 + γi−2) + (αi−1 + γi−1).

Hence α+ γ ∈ P (µ+ γ). □

If T is a semistandard tableau of shape µ and weight α, then since the entries of T
are strictly increasing in each column from top to bottom, it is clear that each entry
i of T appears only in then first i rows of T . If in addition α ∈ P (µ), then we have a
result in the converse direction according to part (1) of the next lemma; if T is row
semistandard and each element i of T occurs only in the first i rows of T , then T is
semistandard. As a consequence we obtain the isomorphism of weight spaces of part
(2) of the next lemma which is crucial for our purposes.

Lemma 3.3. Let µ ∈ Λ+(n, r) and m = ℓ(µ) ⩾ 2. Let α ∈ P (µ) and γ ∈ Λ+(n) such
that ℓ(γ) ⩽ m.

(1) Suppose S ∈ Tabα+γ(µ + γ) has the property that for each i = 1, . . . ,m − 1,
all entries of S equal to i are contained in the first i rows of S. Then for each
i = 1, . . . ,m − 1, the ith row of S contains the element i at least γi + µi+1
times.

If, in addition, S is row semistandard, then S is semistandard.
(2) Suppose ℓ(γ) < m. Then the map SSTα(µ) → SSTα+γ(µ + γ), T 7→ T∨,

is a bijection, where T∨ is obtained from T by inserting γi copies of i at the
beginning of row i, for each i = 1, 2, . . . ,m−1. Hence we have an isomorphism
of vector spaces

ψα : HomG(D(α),∆(µ)) → HomG(D(α+ γ),∆(µ+ γ))
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such that ψα(ϕT ) = ϕT∨ , where T ∈ SSTα(µ).

Proof. (1) Let i ∈ {1, 2, . . . ,m− 1}. The first conclusion of (1) is clear if i = 1, since
from the assumption we have that all elements of S that are equal to 1 are located
in the first row and the number of these is equal to α1 + γ1 and we have α1 ⩾ µ2. So
let i > 1. Suppose that the number k of elements in row i of S that are equal to i
satisfies k < γi +µi+1. From the assumption we have that in rows 1, 2, . . . , i− 1 of S,
the number of elements equal to i is αi + γi − k. Hence the total number of elements
in rows 1, 2, . . . , i− 1 of S is greater than or equal to

(α1 + γ1) + · · · + (αi−1 + γi−1) + (αi + γi − k)
= (α1 + · · · + αi−1 + αi) + (γ1 + · · · + γi−1) + γi − k

> (α1 + · · · + αi−1 + αi) + (γ1 + · · · + γi−1) − µi+1

⩾ (µ1 + · · · + µi−1 + µi+1) + (γ1 + · · · + γi−1) − µi+1

= (µ1 + γ1) + · · · + (µi−1 + γi−1).
This is not possible because of the strict inequality.

Suppose in addition that S is row semistandard. From the first statement of (1)
we have that the ith row of S contains at least γi + µi+1 copies of i, for each i =
1, . . . ,m − 1. Since γi + µi+1 ⩾ γi+1 + µi+1, which is the length of the i + 1 row of
S, and since every element of the i+ 1 row of S is greater than or equal to i+ 1, we
conclude that there is no column violation involving the rows i and i+ 1. This holds
for all i = 1, 2, . . . ,m− 1 and thus S is semistandard.

(2) Let T ∈ SSTα(µ). Since γ1 ⩾ · · · ⩾ γm−1 ⩾ 0, it is clear that T∨ is semis-
tandard. Hence we obtain the map SSTα(µ) → SSTα+γ(µ + γ), T 7→ T∨ which is
injective.

Let S ∈ SSTα+γ(µ + γ). Since S is semistandard, each element i does not occur
in rows i + 1, . . . ,m, for each i = 1, 2, . . . ,m − 1. By part (1) of the lemma, we
may consider the tableau T ∈ Tabα(µ) obtained from S by deleting from the ith
row, γi appearances of the element i, for each i = 1, 2, . . . ,m − 1. Again by part (1)
of the lemma, the ith row of T contains the element i at least µi+1 times for each
i = 1, 2, . . . ,m − 1 and moreover all the elements of the m-th row of T are greater
than m− 1. Hence T is standard. It is clear that T∨ = S. □

Recall from Section 2.4 that for A = (aij) ∈ Mn(N), we have the sequences A(1) ∈
Λ(n) and A(2) ∈ Λ(n) of column sums and row sums of A. Let us denote by Tn(N)
the set of n×n upper triangular matrices with entries in N. For α, β ∈ Λ(n, r), define
the set

Tn(N)(α, β) = {A ∈ Tn(N) : A(1) = α,A(2) = β}.

Corollary 3.4. Let α ∈ P (µ). Then a basis of the vector space HomG(D(α),∆(µ))
is the set {ϕTA

: A ∈ Tn(N)(α, µ)}.

Proof. We have the bijection (2.1),

RSSTα(µ) → {A ∈ Mn(N) : A(1) = α,A(2) = µ}, T 7→ AT .

If T semistandard, then an element i ∈ {1, 2, . . . , n} cannot occur in a row of T located
below the ith row and hence AT is upper triangular. By restricting the previous map
we have the injective map

SSTα(µ) → {A ∈ Tn(N) : A(1) = α,A(2) = µ}, T 7→ AT .

This map is onto because if B ∈ Tn(N) is such that B(1) = α and B(2) = µ, then the
corresponding tableau TB has the property that an element i ∈ {1, 2, . . . , n} cannot
occur in a row of TB located below the ith row, because B is upper triangular. Since
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α ∈ P (µ), we may apply Lemma 3.3(1) for γ = 0 to conclude that TB is semistandard.
By the above bijection, the matrix of TB is B. □

4. Homomorphisms and adding powers of p

4.1. First main result and corollaries. Theorem 4.4 that follows concerns pairs
of partitions λ, µ ∈ Λ+(n, r) that satisfy (a) λ ∈ P (µ) and (b) an additional condition
on µ that is given in the next definition.

Definition 4.1. let g be an integer such that 1 ⩽ g ⩽ n. If g = 1, let Λ+(n)1 = Λ+(n)
and Λ+(n, r)1 = Λ+(n, r). If g ⩾ 2, let

Λ+(n)g = {µ ∈ Λ+(n) : µj−1 ⩽ µj + µj+1, j = 2, . . . , g}

and
Λ+(n, r)g = Λ+(n, r) ∩ Λ+(n)g.

In the previous definition, it is understood that µn+1 = 0.

Example. Let n ⩾ 4. Then for g = 2, we have that Λ+(n)2 consists of the partitions
µ = (µ1, . . . , µn) ∈ Λ+(n) that satisfy

µ1 ⩽ µ2 + µ3.

For g = 3 we have that Λ+(n)3 consists of the partitions µ = (µ1, . . . , µn) ∈ Λ+(n)
that satisfy

µ1 ⩽ µ2 + µ3,

µ2 ⩽ µ3 + µ4.

In particular, (7, 6, 3, 2) ∈ Λ+(n)2 and (7, 6, 3, 2) /∈ Λ+(n)3.

From Definition 4.1 it follows that we have the descending sequence

Λ+(n) = Λ+(n)1 ⊇ Λ+(n)2 ⊇ · · · ⊇ Λ+(n)n.

Remark 4.2. We have µ+ γ ∈ Λ+(n)g if µ, γ ∈ Λ+(n)g. Indeed, if µj−1 ⩽ µj + µj+1
and γj−1 ⩽ γj + γj+1 for j = 2, . . . , g, then µj−1 + γj−1 ⩽ (µj + γj) + (µj+1 + γj+1).

We will need the following notation.

Definition 4.3. Let λ, µ ∈ Λ+(n, r).
(1) Define

cs =
s∑
i=1

(µi − λi), s = 1, . . . , n.

(2) Let g ∈ {2, . . . , n− 1}. Define es = es(λ, µ, g) ∈ N by

(4.1) es =


c1, s = 1,
max{cs−1, cs}, 1 < s < g,

min{λg+1, cg}, s = g.

If g = 1, define e1 = min{λ2, c1}.

Our first main result is the following.

Theorem 4.4. Let λ, µ ∈ Λ+(n, r) and γ ∈ Λ+(n). Suppose λ ∈ P (µ), µ ∈ Λ+(n)g
and g < m, where g = ℓ(γ),m = ℓ(µ). If plp(es) divides γs for all s = 1, . . . , g, then

HomG(∆(λ),∆(µ)) ≃ HomG(∆(λ+ γ),∆(µ+ γ)).
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We noted in the Introduction that the above theorem provides an answer to a
problem of D. Hemmer [15, Problem 5.4].

As corollaries we obtain a stability result and a periodicity result. As in the In-
troduction, if k is a nonnegative integer and ν = (ν1, . . . , νn) a partition, by kν we
denote the partition (kν1, . . . , kνn). Let

(4.2) dk = dim HomG(∆(λ+ kν),∆(µ+ kν)).

Corollary 4.5. Let λ, µ ∈ Λ+(n, r) and ν ∈ Λ+(n). Suppose λ ∈ P (µ) and µ ∈
Λ+(n)g and g < m, where g = ℓ(ν),m = ℓ(µ). Then, the sequence dp, dp2 , . . . eventu-
ally stabilizes.

Proof. Indeed, according to Theorem 4.4, dim HomG(∆(λ),∆(µ)) = dpN for all N ⩾
max{e1, . . . , eg}. □

Corollary 4.6. With the assumptions of the previous corollary, suppose in addition
that ν ∈ Λ+(n)g. Then, the sequence d0, d1, . . . is periodic with period a power of p.

Proof. From Lemma 3.2(4) and Remark 4.2, it follows that λ+kν ∈ P (µ) and µ+kν ∈
Λ+(n)g for all k ∈ N. From (4.1) it is clear that ei(λ, µ, g) = ei(λ+ kν, µ+ kν, g) for
all i = 1, . . . , g and all k ∈ N, because ℓ(ν) < g + 1. Thus we may apply Theorem 4.4
to obtain

HomG(∆(λ+ kν),∆(µ+ kν)) ≃ HomG(∆(λ+ (k + pN )ν),∆(µ+ (k + pN )ν)),

where N ⩾ max{e1, . . . , eg}. □

Examples 4.7. (1) Let p be a prime such that p ⩾ 5 and define the partitions

λ = (4p, 3p− 1, p− 1, p− 1, p− 1, 4),
µ = (5p− 1, 3p+ 1, 2p).

The length of µ is m = 3. We have µ2 ⩽ λ1 and µ1 +µ3 ⩽ λ1 +λ2 and thus λ ∈ P (µ).
Let g = 2. We have µ1 ⩽ µ2 + µ3 and thus µ ∈ Λ+(n)g. Using eq. (4.1) we see that

e1 = c1 = p− 1, e2 = min{λ3, c2} = p− 1,

and thus lp(e1) = lp(e2) = 1. Hence Theorem 4.4 states that HomG(∆(λ),∆(µ)) ≃
HomG(∆(λ + γ),∆(µ + γ)) for all partitions γ = (γ1, γ2) such that γ1 and γ2 are
divisible by p and γ2 ̸= 0.

For g = 1 in the above example, Theorem 4.4 states that HomG(∆(λ),∆(µ)) ≃
HomG(∆(λ+ (γ1)),∆(µ+ (γ1)) for all nonnegative γ1 that are divisible by p. Hence
the final conclusion is that HomG(∆(λ),∆(µ)) ≃ HomG(∆(λ + γ),∆(µ + γ)) for all
partitions γ = (γ1, γ2) such that γ1 and γ2 are divisible by p.

We note that in this example we have HomG(∆(λ),∆(µ) ̸= 0 according to Theorem
5.2 that is proved in Section 5 below. See Example 5.3.

(2) Let us fix a partition µ such that µ ∈ Λ+(n, r)m−1, where m = ℓ(µ), and µ has
distinct parts. Let q be an integer such that

(4.3) 0 < q ⩽ min{µ1 − µ2, µ2 − µ3, . . . , µm−1 − µm, µm}.

Define the partition

(4.4) λ = (µ1 − q, µ2, . . . , µm, q).

Using (4.3) it follows that λ ∈ P (µ). From eq. (4.1) we deduce

e1 = · · · = em−1 = q.
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Let ν be any partition of length at most m− 1. Applying Corollary 4.5 and its proof,
we have that the sequence of nonnegative integers dp, dp2 , . . . defined in eq. (4.2)
stabilizes at dplp(q) , that is

(4.5) dplp(q) = dplp(q)+1 = . . .

and this common value is equal to dim HomG(∆(λ),∆(µ)).
We now relate this example to a result of Carter and Payne.
If p be a prime and λ, µ ∈ Λ+(n, r), we say that λ, µ are a pair of Carter-Payne

partitions if there exist 1 ⩽ i < j ⩽ n and q > 0 such that

(4.6) µi = λi + q, µj = λj − q, µu = λu, u ̸= i, j

and

(4.7) plp(q) divides λi − λj + j − i+ q.

We recall the following classical result of Carter and Payne.
Theorem 4.8 ([4]). If λ, µ ∈ Λ+(n, r) are a pair of Carter-Payne partitions, then

HomG(∆(λ),∆(µ)) ̸= 0.

The dimensions of the hom spaces HomG(∆(λ),∆(µ)), where λ, µ are a pair of
Carter-Payne partitions, are not known in general to the best of our knowledge. They
are known to be equal to 1 when q = 1 in (4.6) and p > 2, [8].

Now let us consider again partitions λ, µ as in (4.4), where q satisfies (4.3), µ ∈
Λ+(n, r)m−1 and µ has distinct parts. Suppose in addition that plp(q) divides µ1−q+m.
Then λ, µ are a pair of Carter-Payne partitions (for i = 1 and j = m + 1) and by
Theorem 4.8 we have HomG(∆(λ),∆(µ)) ̸= 0. On easily checks that λ+ ptν, µ+ ptν
are a pair of Carter-Payne partitions (for i = 1 and j = m + 1) for every t ⩾ lp(q).
Hence the dimensions dpt are nonzero for all t ⩾ lp(q). The new information provided
by Corollary 4.5 is that these dimensions are in fact equal and the common value is
equal to dim HomG(∆(λ),∆(µ)).

(3) Theorem 4.4 may be useful in computing dimensions of hom spaces between
Weyl modules for particular cases. For example, let p = 3 and

λ = (11, 10, 7, 3, 3),
µ = (14, 10, 7, 3).

For g = 3 one checks that e1 = e2 = e3 = 3 and thus lp(ei) = 2, i = 1, 2, 3. From
Theorem 4.4 we conclude that HomG(∆(λ),∆(µ)) ≃ HomG(∆(λ+ γ),∆(µ+ γ)) for
any partition γ = (γ1, γ2, γ3) such that every γi is divisible by 32. Using the GAP4
program written by M. Fayers [10], one finds dim HomG(∆(λ),∆(µ)) = 2. Hence

dim HomG(∆(λ+ γ),∆(µ+ γ)) = 2

for all γ as above.
(4) Next, we show by examples that none of the hypotheses λ ∈ P (µ) and µ ∈

Λ+(n)g of Theorem 4.4 may be omitted.
(a) Let p = 3, λ = (4, 3, 2, 2), µ = (5, 5, 1) and γ = (6, 3). Here, g = 2 < 3 = m

and e1 = 1, e2 = 2. Also λ /∈ P (µ) and µ ∈ Λ+(n)g. Using [10], one finds
HomG(∆(λ),∆(µ)) = 0 and HomG(∆(λ+ γ),∆(µ+ γ)) ̸= 0.

(b) Let p = 2, λ = (5, 4, 1, 1), µ = (8, 2, 1) and γ = (4, 2). Here, g = 2 < 3 = m
and e1 = 3, e2 = 1. Also λ ∈ P (µ) and µ /∈ Λ+(n)g. Using [10] one finds

HomG(∆(λ),∆(µ)) ̸= 0 and HomG(∆(λ+ γ),∆(µ+ γ)) = 0.
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4.2. Proof of Theorem 4.4. We note that λ⊴µ if and only if λ+ γ⊴µ+ γ. Since
∆(λ) is a cyclic G-module generated by an element of weight λ and since every weight
α of ∆(µ) satisfies α⊴ µ ([19, II 2.2 Prop]), it follows that both Hom spaces are zero
if λ ⋬ µ and thus we assume λ⊴ µ.

We need some notation. If α = (α1, . . . , αn) ∈ Λ(n, r) and s, t are integers such
that 1 ⩽ s ⩽ n−1 and 1 ⩽ t ⩽ αs+1, let us denote the sequence (α1, . . . , αs+t, αs+1 −
t, . . . , αn) ∈ Λ(n, r) by α(s, t),

α(s, t) = (α1, . . . , αs + t, αs+1 − t, . . . , αn).
Also let

α∨ = α+ γ.

Taking into account the presentations of ∆(µ) and ∆(µ∨) from Section 2.4, consider
for each s = 1, . . . , n− 1 the following diagram,

(4.8)

HomG(D(λ),∆(µ))
∑λs+1
t=1 HomG(D(λ(s, t)),∆(µ))

HomG(D(λ∨),∆(µ∨))
∑λ∨

s+1
t=1 HomG(D(λ∨(s, t)),∆(µ∨))

ψλ

πs◦HomG(□λ,∆(µ)) ∑λs+1
t=1

ψλ(s,t)

π∨
s ◦HomG(□λ∨ ,∆(µ∨))

where ψλ and ψλ(s,t) are the isomorphisms from Lemma 3.3(2) and the restriction of
the right vertical map on the summand HomG(D(λ(s, t)),∆(µ)) is the map

ψλ(s,t) : HomG(D(λ(s, t)),∆(µ)) → HomG(D(λ∨(s, t)),∆(µ∨)),
where 1 ⩽ t ⩽ ts+1. Also, πs and π∨

s are the indicated natural projections
n−1∑
s=1

λs+1∑
t=1

HomG(D(λ(s, t)),∆(µ)) →
λs+1∑
t=1

HomG(D(λ(s, t)),∆(µ)),

n−1∑
s=1

λs+1∑
t=1

HomG(D(λ∨(s, t)),∆(µ)) →
λs+1∑
t=1

HomG(D(λ∨(s, t)),∆(µ)),

respectively. We note that the vertical map on the right in diagram (4.8) is in general
a monomorphism since the number of summands in the codomain is equal to λ∨

s+1, the
number f summands in the domain is equal to λs+1 and we have λs+1 ⩽ λs+1 +γs+1 =
λ∨
s+1. We intend to show that diagram (4.8) is commutative for all s. If this is the

case, then by taking kernels of the horizontal maps of diagram (4.8) we obtain the
commutative diagram
(4.9)
Z HomG(D(λ),∆(µ))

∑λs+1
t=1 HomG(D(λ(s, t)),∆(µ))

Z ′ HomG(D(λ∨),∆(µ∨))
∑λ∨

s+1
t=1 HomG(D(λ∨(s, t)),∆(µ∨))

ψλ

πs◦HomG(□λ,∆(µ)) ∑λs+1
t=1

ψλ(s,t)

π∨
s ◦HomG(□λ∨ ,∆(µ∨))

where Z = HomG(∆(λ),∆(µ)), Z ′ = HomG(∆(λ∨),∆(µ∨)) and the left vertical map
is the restriction of ψλ to Z. In diagram (4.9) the map ψλ is an isomorphism and the
map

∑λs+1
t=1 ψλ(s,t) is monomorphism as we noted before. By applying the Five Lemma

[24, Proposition 2.72(i),(ii)], we will have Z ≃ Z ′, that is HomG(∆(λ),∆(µ)) ≃
HomG(∆(λ+ γ),∆(µ+ γ)).

We now show that diagram (4.8) is commutative. Fix s such that 1 ⩽ s ⩽ n − 1.
Let T ∈ SSTλ(µ) with corresponding matrix A = (aij). Since T is semistandard, A is
upper triangular. In particular, ai,s+1 = 0 for all i > s+ 1. Using this and Corollary

Algebraic Combinatorics, Vol. 7 #6 (2024) 1774



On stability and nonvanishing of hom spaces

2.8, we see that the image of ϕT under the top horizontal map of diagram (4.8) is
equal to

(4.10)
λs+1∑
t=1

∑
t1,...,ts+1

(
a1s+t1
t1

)(
a2s+t2
t2

)
· · ·

(
ass+ts
ts

)
ϕT (s,t;t1,...,ts+1,0,...,0),

where the right sum is over all t1, . . . , ts+1 ∈ N such that

(4.11) t1 + · · · + ts+1 = t, a1,s+1 − t1 ⩾ 0, . . . , as+1,s+1 − ts+1 ⩾ 0.

We note that the tableau T (s, t; t1, . . . , ts+1, 0, . . . , 0) has weight λ(s, t).
For the counterclockwise direction we note that the matrix (a∨

ij) of the tableau
T∨ ∈ SSTλ+α(µ + α) is given by a∨

ii = aii + γi for all i and a∨
ij = aij for all i ̸= j.

According to Corollary 2.8, the image of ϕT under the counterclockwise direction of
diagram (4.8) is equal to

(4.12)
λs+1+γs+1∑

t=1

∑
u1,...,us+1

(
a1s+u1
u1

)(
a2s+u2
u2

)
· · ·

(
ass+γs+us

us

)
ϕT∨(s,u;u1,...,us+1,0,...,0),

where the right sum is over all u1, . . . , us+1 ∈ N such that

u1 + · · · + us+1 = u, a1,s+1 − u1 ⩾ 0, . . . , as,s+1 − us ⩾ 0,
as+1,s+1 + γs+1 − us+1 ⩾ 0.

Recall that we are assuming g < m. We distinguish three cases according to the
relative size of s.

Case 1. Suppose g < m ⩽ s. Then from the definition we have
(4.13)

T (s, t; t1, . . . , ts+1, 0, . . . , 0) =
1(a11) · · · s(a1s+t1)(s+ 1)(a2,s+1−t1) · · ·n(a1n)

· · ·
m(amm) · · · s(ams+tm)(s+ 1)(am,s+1−tm) · · ·n(amn)

.

The weight of this tableau is λ(s, t) and thus Lemma 3.2(3) yields λ(s, t) ∈ P (µ).
Hence we may apply Lemma 3.3 for λ(s, t) in place of α and for γ = 0 to conclude
from (4.13) that T (s, t; t1, . . . , ts+1, 0, . . . , 0) is semistandard. Thus we may apply the
maps of Lemma 3.3(3) to (4.10) and we obtain that the image of ϕT in the clockwise
direction of diagram (4.8) is equal to

(4.14)
λs+1∑
t=1

∑
t1,...,ts+1

(
a1s+t1
t1

)(
a2s+t2
t2

)
· · ·

(
ass+ts
ts

)
ϕT (s,t;t1,...,ts+1,0,...,0)∨ ,

where the right sum is over conditions (4.11). By assumption we have g < s
and hence γs = γs+1 = 0 and λ∨

s+1 = λs+1. Thus T (s, t; t1, . . . , ts+1, 0, . . . , 0)∨

= T∨(s, t; t1, . . . , ts+1, 0, . . . , 0) and (4.14) and (4.12) are equal.
Case 2. Suppose g < s < m. As before, the image of ϕT under the top horizontal

map of diagram (4.8) is equal to (2.5). Since s < m, we have

(4.15) T =

1(a11) · · ·n(a1n)

· · ·
s(ass) · · ·n(asn)

(s+ 1)(as+1,s+1) · · ·n(as+1,n)

· · ·
m(amm) · · ·n(amn)
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and thus

T (s, t; t1, . . . , ts+1, 0, . . . , 0) =

1(a11) · · · s(a1s+t1)(s+ 1)(a1s+1−t1) · · ·n(a1n)

· · ·
s(as,s+ts)(s+ 1)(as,s+1−ts) · · ·n(as,n)

s(ts+1)(s+ 1)(as+1,s+1−ts+1) · · ·n(as+1,n)

(s+ 2)(as+2,s+2) · · ·n(as+2,,n)

· · ·
m(amm) · · ·n(amn)

.

This last tableau is not in general semistandard because of the appearance of s(ts+1)

in the s+ 1 row. Consider the tableau

(4.16) T (s, t; t1, . . . , ts+1, 0, . . . , 0)[s, s+ 1] = s(ass+ts)(s+ 1)(as,s+1−ts) · · ·n(asn)

s(ts+1)(s+ 1)(as+1,s+1−ts+1) · · ·n(as+1,n)

consisting of rows s and s+ 1 of T (s, t; t1, . . . , ts+1, 0, . . . , 0). If ass + ts + ts+1 > µs,
then T (s, t; t1, . . . , ts+1, 0, . . . , 0)[s, s+1] = 0 according to Lemma 2.10(1). So suppose
(4.17) ass + ts + ts+1 ⩽ µs.

Applying Lemma 2.10(2) we have that [T (s, t; t1, . . . , ts+1, 0, . . . , 0)[s, s+ 1]] is equal
to

(−1)ts+1
∑

ks+1,...,kn

(
as+1s+1−ts+1+ks+1

ks+1

)
· · ·

(
as+1n+kn

kn

)
[
s(ass+ts+ts+1)(s+ 1)(as,s+1−ts−ks+1) · · ·n(as,n−kn )

(s+ 1)(as+1,s+1−ts+1+ks+1) · · ·n(as+1,n+kn)

]
,

where the sum ranges over all ks+1, . . . , kn ∈ N such that
(4.18) ks+1 + · · · + kn = ts+1, ks+1 ⩽ as,s+1 − ts, ks+2 ⩽ as,s+2, . . . , kn ⩽ asn.

Upon substitution in (4.10) according to Lemma 2.3 we obtain
λs+1∑
t=1

∑
t1,...,ts+1

(
a1s+t1
t1

)(
a2s+t2
t2

)
· · ·

(
ass+ts
ts

)
(−1)ts+1

∑
ks+1,...,kn

(
as+1,s+1−ts+1+ks+1

ks+1

)
· · ·

(
as+1,n+kn

kn

)
ϕT (s,t;t1,...,ts+1,0,...,0)ks+1,...,kn

,

where
T (s, t; t1, . . . , ts+1, 0, . . . , 0)ks+1,...,kn

=(4.19)
1(a11) · · · s(a1s+t1)(s+ 1)(a1,s+1−t1) · · ·n(a1n)

...
(s− 1)(as−1,s−1)s(as−1,s+ts−1)(s+ 1)(as−1,s+1−ts−1) · · ·n(as−1,n)

s(ass+ts+ts+1)(s+ 1)(as,s+1−ts−ks+1) · · ·n(as,n−kn )

(s+ 1)(as+1,s+1−ts+1+ks+1) · · ·n(as+1,n+kn)

(s+ 2)(as+2,s+2) · · ·n(as+2,n)

...
m(amm) · · ·n(amn)

,

the middle sum is over all t1, . . . , ts+1 ∈ N subject to (4.11), (4.17), and the right sum
is over all ks+1, . . . , kn ∈ N subject to (4.18).

The weight of each tableau in (4.19) is equal to λ(s, t) and by Lemma 3.2(3) we
have λ(s, t) ∈ P (µ). Moreover, each tableau in (4.19) is row semistandard and has
the property that for each i = 1, . . . , n all its entries equal to i are contained in the
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first i rows. Hence we may apply Lemma 3.3(1) for λ(s, t) in place of α and for γ = 0
to conclude that T (s, t; t1, . . . , ts+1, 0, . . . , 0)ks+1,...,kn

is semistandard. Thus we may
apply the maps of Lemma 3.3(3) to obtain that the image of ϕT in the clockwise
direction of diagram (4.8) is equal to

λs+1∑
t=1

∑
t1,...,ts+1

(
a1s+t1
t1

)(
a2s+t2
t2

)
· · ·

(
ass+ts
ts

)
(−1)ts+1(4.20)

∑
ks+1,...,kn

(
as+1,s+1−ts+1+ks+1

ks+1

)
· · ·

(
as+1,n+kn

kn

)
ϕ(T (s,t;t1,...,ts+1,0,...,0)ks+1,...,kn )∨ ,

where the sums are over the same conditions as in the previous paragraph.
A similar computation shows that the image of ϕT in the counterclockwise direction

of diagram (4.8) is equal to

λs+1+γs+1∑
u=1

∑
u1,...,us+1

(
a1s+u1
u1

)(
a2s+u2
u2

)
· · ·

(
ass+γs+us

us

)
(−1)us+1

(4.21)

∑
ls+1,...,ln

(
as+1,s+1+γs+1−us+1+ls+1

ls+1

)
· · ·

(
as+1,n+ln

ln

)
ϕT∨(s,u;u1,...,us+1,0,...,0)ls+1,...,ln

,

where the middle sum is over all u1, . . . , us+1 ∈ N such that

u1 + · · · + us+1 = u,(4.22)
a1s+1 − u1 ⩾ 0, . . . , as,s+1 − us ⩾ 0, as+1,s+1 + γs+1 − us+1 ⩾ 0,(4.23)
ass + γs + us + us+1 ⩽ µs + γs,(4.24)

and the right sum is over all ls+1, . . . , ln ∈ N such that

(4.25) ls+1 + · · · + ln = us+1, ls+1 ⩽ as,s+1 − us, ls+2 ⩽ as,s+2, . . . , ln ⩽ asn.

By assumption we have g < s and thus in particular γs = γs+1 = 0. Hence (4.20) and
(4.21) are equal.

So far we have not used the divisibility hypotheses of the theorem. Recall the
notation cs =

∑s
i=1(µi − λi), s = 1, . . . , n.

Case 3. Suppose 1 ⩽ s ⩽ g. Exactly as in Case 2, the image of ϕT in the clockwise
direction of diagram (4.8) is equal to (4.20), where the middle and right sums are
over all t1, . . . , ts+1, ks+1, . . . , kn ∈ N subject to (4.11), (4.16), (4.18), and the image
of ϕT in the counterclockwise direction of diagram (4.8) is equal to (4.21), where the
middle and right sums are over all u1, . . . , us+1, ls+1, . . . , ln ∈ N subject to (4.22) -
(4.25).

Claim 1. We claim that in the left sum of (4.20), we may assume that t ⩽ cs if
s < g and that t ⩽ min{λg+1, cg} if s = g. Indeed, every tableau in (4.20) has the
property that all elements 1, . . . , s are located in the first s rows and thus t ⩽ cs by
Remark 2.1. By Lemma 3.2(1), we have λs+1 ⩾ cs if s < g. Hence we may assume in
(4.20) that t ⩽ cs if s < g. If s = g, then by Remark 2.1, t ⩽ cg and we may assume
in (4.20) that t ⩽ min{λg+1, cg}

Claim 2. We claim that in the left sum of (4.21), we may assume that u ⩽ cs if
s < g and that u ⩽ min{λg+1, cg} if s = g. Indeed, the proof is almost identical to
the previous proof (the γ’s cancel out) except when s = g in which case γs+1 = 0 by
assumption of the Theorem 4.4.

Claim 3. Consider the last inequality in (4.23), that is as+1,s+1 + γs+1 − us+1 ⩾ 0.
We claim that in the middle sum of (4.21), we may assume as+1,s+1 − us+1 ⩾ 0.
Indeed, this is clear if g = s, since γg+1 = 0. So let s < g, whence s < g < m by
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the assumption of the theorem. Suppose as+1,s+1 − us+1 < 0. Then from inequality
(4.24) we have

µs ⩾ ass + us + us+1 > ass + us + as+1,s+1 ⩾ ass + as+1,s+1.

Since s + 2 ⩽ m, we may apply Lemma 3.3(1) (for α = λ, γ = 0) to conclude that
ass ⩾ µs+1 and as+1,s+1 ⩾ µs+2. Hence µs > µs+1 + µs+2 which contradicts the
hypothesis µ ∈ Λ+(n, r)g.

Claim 4. We have the equalities in K(
ass+γs+us

us

)
=

(
ass+us

us

)
,

(
as+1,s+1+γs+1−us+1+ls+1

ls+1

)
=

(
as+1,s+1−us+1+ls+1

ls+1

)
.

Indeed, from Claim 2 we have u ⩽ cs for all s and thus us ⩽ cs. From the hypothesis
of the theorem, plp(us) divides γs which by Lemma 2.11(1) implies the first equality
of Claim 4. For the second equality, we note it holds if s = g, since γg+1 = 0. Suppose
s < g. From Claim 2 we have u ⩽ cs and thus from (4.25) and (4.22), ls+1 ⩽ cs. So
from the hypothesis of the Theorem 4.4, plp(ls+1) divides γs+1. From this and Claim
3, it follows we may apply Lemma 2.11(1) to get the second equality of the claim.

Now from Claims 1-4 it follows that (4.20) and (4.21) are equal. Thus diagram
(4.8) commutes in all three cases.

The proof of Theorem 4.4 is complete. □

Remark 4.9. Suppose γ = (γ1) is a partition consisting of a singe part. In [22] it was
shown that the extension groups ExtiG(∆(λ),∆(µ)) and ExtiG(∆(λ+γ),∆(µ+γ)) are
isomorphic as vector spaces under suitable conditions on p, λ, µ, γ1. Let us comment
here how the special case of Theorem 4.4 of the present paper for γ = (γ1) relates to
the above result for i = 0.

Suppose in the statement of Theorem 4.4 we have g = 1, so that γ = (γ1). According
to Definition 4.1 we have Λ+(n)1 = Λ+(n) and according to the definition given in
eq. (4.1) we have

e1 = min{λ2, µ1 − λ1}.
Thus from Theorem 4.4 we conclude that if

λ ∈ P (µ) and γ1 = pd, where d > min{λ2, µ1 − λ1},
then HomG(∆(λ),∆(µ)) = HomG(∆(λ+(γ1)),∆(µ+(γ1))). This result was obtained
in [22, Theorem 6.1] under the weaker assumption µ2 ⩽ λ1 in place of λ ∈ P (µ).
However, let us mention without providing a proof here, that for g = 1 the proof of
Theorem 4.4 is considerably simpler and in fact one may verify that it reduces to the
proof of [22, Theorem 6.1]. In particular, one of the simplifications that occurs in this
special case, is that we only need the first inequality µ2 ⩽ λ1 of the inequalities in
the definition of λ ∈ P (µ), see Definition 3.1.

5. A non vanishing result
5.1. Second main result. Let us fix a pair of partitions λ, µ ∈ Λ+(n, r) such that
λ⊴ µ and denote by m the length of µ. Recall the notation cs =

∑s
i=1(µi − λi) and

the definition of lp(a) for a positive integer a from Section 2.5. We let
c′
m−1 = min{cm−1, λm} and lp(0) = 0.

Definition 5.1. Let ψ be the map

ψ : D(λ) → ∆(µ), ψ =
∑

T∈SSTλ(µ)

ϕT

corresponding to the sum of all semistandard tableaux of weight λ and shape µ.

Our second main result is the following.
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Theorem 5.2. Let λ, µ ∈ Λ+(n, r) such that λ⊴ µ and λ ∈ P (µ). If
(1) plp(cs) divides λs − µs+1 + 1 for all s = 1, . . . ,m − 2 and plp(c′

m−1) divides
λm−1 − µm + 1, and

(2) plp(λs+1) divides λs + 1 for all s = m, . . . , n− 1,
then ψ induces a nonzero homomorphism ∆(λ) → ∆(µ).
Example 5.3. Let us recall the partitions in Example 4.7(1). Let p be a prime such
that p ⩾ 5 and let

λ = (4p, 3p− 1, p− 1, p− 1, p− 1, 4),
µ = (5p− 1, 3p+ 1, 2p).

We observed that λ ∈ P (µ). One checks that λ ⊴ µ. With the notation of Theorem
5.2 we have

c1 = p− 1, c′
2 = min{p+ 1, p− 1} = p− 1.

Thus lp(c1) = lp(c′
2) = 1. Also λ1 −µ2 +1 = λ2 −µ3 +1 = p are divisible by p, so that

hypothesis (1) of Theorem 5.2 is satisfied. Since p divides λ3 + 1 = p and λ4 + 1 = p,
hypothesis (2) is also satisfied. Hence the map ψ of Definition 5.1 induces a nonzero
element of HomG(∆(λ),∆(µ)).
Remark 5.4. Suppose in Theorem 5.2 that µ is a partition of length at most 2. In
this case the hypothesis λ ∈ P (µ) is equivalent to µ2 ⩽ λ1. Hence we recover [21,
Theorem 3.1]. In fact this result was the main motivation for Theorem 5.2 and the
consideration of pairs of partitions λ, µ satisfying λ ∈ P (µ) in the present paper.
5.2. Proof of Theorem 5.2. From the presentation of the Weyl module ∆(λ) given
in (2.3), it follows that in order to show that the map ψ : D(λ) → ∆(µ) of Definition
5.1 induces a map ∆(λ) → ∆(µ) of Weyl modules, it suffices to prove the following
lemma.
Lemma 5.5. Under the assumptions of Theorem 5.2, the composition

D(λ(s, t)) □λ,s,t,−−−−→ D(λ) ψ−→ ∆(µ)
is the zero map for all s ∈ {1, 2, . . . , n − 1} and i ∈ {1, 2, . . . , λs+1}, where the map
□λ,s,t, is defined in (2.4).
Proof. The proof of this lemma is somewhat lengthy and takes up most of Section
5.2. Fix s ∈ {1, 2, . . . , n− 1}. We distinguish 3 cases that depend on the relative sizes
of s and the length m of µ.

In Section 5.3 below, we have gathered four elementary lemmas needed in the proof
of Lemma 5.5.

Case 1. Suppose m ⩽ s ⩽ n − 1. From Definition 5.1 and Corollary 3.4 we have
ψ =

∑
A ϕTA

, where the sum ranges over all A ∈ Tn(N)(λ, µ). Since each matrix A is
upper triangular, Lemma 2.7 yields
(5.1)
ψ(eλ(s,t)) =

∑
A

∑
t1,...,tm

(
a1s+t1
t1

)(
a2s+t2
t2

)
· · ·

(
ams+tm
tm

)
[TA(s, t; t1, . . . , tm, 0, . . . , 0)],

where the left sum is over all A = (aij) ∈ Tn(N)(λ, µ) and the right sum is over all
t1, . . . , tm ∈ N such that t1 + · · · + tm = t, a1,s+1 − t1 ⩾ 0, . . . , am,s+1 − tm ⩾ 0.

Each tableau T = TA(s, t; t1, . . . , tm, 0, . . . , 0), where

(5.2) T =

1(a11) · · · s(a1s+t1)(s+ 1)(a1,s+1−t1) · · ·n(a1n)

2(a22) · · · s(a2s+t2)(s+ 1)(a2,s+1−t2) · · ·n(a2n)

· · ·
m(amm) · · · s(ams+tm)(s+ 1)(am,s+1−tm) · · ·n(amn)
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in the right hand side of (5.1) is semistandard by Lemma 3.3(1). Fix such a T . Its
coefficient in the right hand side of (5.1) is equal to

(5.3)
∑

B,u1,...,um

(
a1s+t1
u1

)(
a2s+t2
u2

)
· · ·

(
ams+tm
um

)
where the sum is over all B = (bij) ∈ Tn(N)(λ, µ) and all u1, . . . , um ∈ N such that
for all i = 1, . . . ,m
(5.4)
bij = aij , (j ̸= s, s+ 1), bis +ui = ais + ti, bi,s+1 −ui = ai,s+1 − ti, u1 + · · · +um = t.

From Lemma 5.7 below, it follows that (5.3) is equal to∑
u1+···+um=t

(
a1s+t1
u1

)(
a2s+t2
u2

)
· · ·

(
ams+tm
um

)
,

where the sum is over all u1, . . . , um ∈ N such that u1 + · · · +um = t and ais+ ti ⩾ ui
for all i = 1, . . . ,m. By Lemma 2.12(1) this is equal to(

a1s+t1+···+ams+tm
t

)
=

(
λs+t
t

)
,

which by Lemma 2.11(2) is zero in K by assumption (2) of the Theorem 5.2.
Case 2. Suppose 1 < s < m. This case is more involved. Let A = (aij) ∈

Tn(N)(λ, µ), let t be an integer such that 1 ⩽ t ⩽ λs+1 and consider the tableau
TA ∈ SSTλ(µ). As in the first paragraph of the proof of Case 2 of Theorem 4.4 (the
only difference is that here we use Remark 2.9 in place of Corollary 2.8) we obtain
that ϕTA

(eλ(s,t)) is equal to∑
t1,...,ts

s∏
i=1

(
ais+ti
ti

)
(−1)t−τs

∑
ks+1,...,kn

(
as+1,s+1−(t−τs)+ks+1

ks+1

) n∏
j=s+2

(
as+1,j+kj

kj

)
(5.5)

[T (s, t; t1, . . . , t− τs, 0, . . . , 0)ks+1,...,kn
],

where T (s, t; t1, . . . , t− τs, 0, . . . , 0)ks+1,...,kn is given by (4.19),

τs = t1 + · · · + ts−1,

the left sum is over all t1, . . . , ts ∈ N subject to (2.8) and ass + t− τs−1 ⩽ µs, and the
right sum is over all ks+1, . . . , kn ∈ N subject to

(Sa) ks+1 + · · · + kn = t− τs,
(Sb) ks+1 ⩽ as,s+1 − ts, ks+2 ⩽ as,s+2, . . . , kn ⩽ asn.

For clarity, we break up the proof into 3 steps.
Step 1. Before we compute ψ =

∑
A∈Tn(N)(λ,µ) ϕTA

, let us simplify (5.5); we want
to compute the sum with respect to ts.

For the sake of conciseness, define

k = ks+2 + · · · + kn.

Then from (Sa) we have k = (t− τs)−ks+1. Now we substitute in (5.5) and rearrange
the left sum to obtain∑

t1,...,ts−1

s−1∏
i=1

(
ais+ti
ti

) ∑
ts

(−1)t−τs
(
ass+ts
ts

) ∑
ks+1,...,kn

(
as+1,s+1−k
t−τs−k

)
n∏

j=s+2

(
as+1,j+kj

kj

)
[T (s, t; t1, . . . , t− τs, 0, . . . , 0)ks+1,...,kn ].
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Note that in the above expression, we may drop ks+1 from the right sum since ks+1 =
t− τs − k. Hence we may pass the ts from the middle sum to the right to get∑

t1,...,ts−1

s−1∏
i=1

(
ais+ti
ti

) ∑
ks+2,...,kn

∑
ts

(−1)t−τs
(
as+1,s+1−k
t−τs−k

)(
ass+ts
ts

)
(5.6)

n∏
j=s+2

(
as+1,j+kj

kj

)
[T (s, t; t1, . . . , t− τs, 0, . . . , 0)ks+1,...,kn ],

where the left sum is over all t1, . . . , ts−1 ∈ N subject to
(S′1a) t− τi−1 −

∑s+1
u=i+1 au,s+1 ⩽ ti ⩽ min{ai,s+1, t− τi−1}, i ⩽ s− 1,

(S′1b) ass + t− τs−1 ⩽ µs,
the middle sum is over all ks+2, . . . , kn ∈ N subject to
(S′2a) ki ⩽ asi, i ⩾ s+ 2,
(S′2b) t− τs−1 − as,s+1 ⩽ k ⩽ as+1s+1

and the right sum is over all ts ∈ N subject to
(S′3) t− τs−1 − as+1,s+1 ⩽ ts ⩽ min{as,s+1, t− τs−1}.

Indeed, it is straightforward to verify that conditions (Sa) and (Sb) are equivalent to
(S′2a), t−τs−1−as,s+1 ⩽ k ⩽ t−τs and ks+1 = t−τs−k. Furthermore, t−τs ⩽ as+1,s+1
and since

(
as+1,s+1−k
t−τs−k

)
= 0 for all k such that t− τs < k ⩽ as+1,s+1, we obtain (S′2a)

and (S′2b).
The rows s and s + 1 of the tableau T (s, t; t1, . . . , t − τs, 0, . . . , 0)ks+1,...,kn

in the
right hand side of (5.6) are

s(ass+t−τs−1)(s+ 1)(as,s+1−(t−τs−1−k))(s+ 2)(as,s+2−ks+2) · · ·n(asn−kn)

(s+ 1)(as+1,s+1−k)(s+ 2)(as+1,s+2+ks+2) · · ·n(as+1,n+kn)

and thus T (s, t; t1, . . . , t− τs, 0, . . . , 0)ks+1,...,kn does not depend on ts. Hence we may
write (5.6) as follows∑

t1,...,ts−1

s−1∏
i=1

(
ais+ti
ti

) ∑
ks+2,...,kn

n∏
j=s+2

(
as+1,j+kj

kj

)
(5.7)

( ∑
ts

(−1)t−τs
(
as+1,s+1−k
t−τs−k

)(
ass+ts
ts

))
[T (s, t; t1, . . . , t− τs, 0, . . . , 0)ks+1,...,kn

].

Now we claim that in the right sum of (5.7) we may assume that ts ⩽ t − τs−1 − k.
Indeed, let

c = t− τs−1 − k.

If ts > c, then t−τs−k = t−τs−1 −ts−k = c−ts < 0 and thus
(
as+1,s+1−k
t−τs−k

)
= 0. Next,

from the first inequality of (S′2b) we have c ⩽ as,s+1. Hence c ⩽ min{ass+1, t− τs−1}.
Thus we conclude from (S′3) that in the right sum of (5.7), ts ranges from 0 to c.
Note that as+1,s+1 −k ⩽ as+1,s+1 ⩽ µs+1 ⩽ ass, where the last inequality comes from
Lemma 3.3(1). Hence we may apply the first equality of Lemma 2.12(2) to conclude
that the right sum is equal to

(−1)k
(
ass−as+1,s+1+t−τs−1

t−τs−1−k
)
.

Thus far, we have shown that (5.5) is equal to∑
t1,...,ts−1

s−1∏
i=1

(
ais+ti
ti

) ∑
ks+2,...,kn

(−1)k
(
ass−as+1,s+1+t−τs−1

t−τs−1−k
) n∏
j=s+2

(
as+1,j+kj

kj

)
(5.8)

[T (s, t; t1, . . . , t− τs, 0, . . . , 0)ks+1,...,kn
],
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where the left sum is subject to (S′1), the right sum is subject to (S′2) and

T (s, t; t1, . . . , t− τs, 0, . . . , 0)ks+1,...,kn
=(5.9)

1(a11) · · · s(a1s+t1)(s+ 1)(a1,s+1−t1) · · ·n(a1n)

...
(s− 1)(as−1,s−1)s(as−1,s+ts−1)(s+ 1)(as−1,s+1−ts−1) · · ·n(as−1,n)

s(ass+t−τs−1)(s+ 1)(as,s+1−(t−τs−1−k))(s+ 2)(as,s+2−ks+2) · · ·n(asn−kn)

(s+ 1)(as+1,s+1−k)(s+ 2)(as+1,s+2+ks+2) · · ·n(as+1,n+kn)

(s+ 2)(as+2,s+2) · · ·n(as+2,n)

...
m(amm) · · ·n(amn).

Step 2. Next, we start the computation of ψ(eλ(s,t)). As in the previous step, we
will simplify the sums using change of variable arguments and Lemma 2.12.

We have seen that ψ =
∑
A ϕTA

, where the sum is over all A = (aij) ∈ Tn(N)(λ, µ).
Claim. We may write the sum

∑
A ϕTA

as follows (isolating the s + 1 row of A and
‘forgetting’ the s row),

ψ =
∑

aij :i/∈{s,s+1}

∑
as+1,s+1,...,as+1,n

ϕTA
,

where the left sum is over all aij ∈ N, 1 ⩽ i ⩽ j ⩽ n, i ̸= s, s+ 1, such that

(S′4a)
∑n
j=i aij = µi, i ̸= s, s+ 1,

∑j
i=1 aij = λj , j ⩽ s− 1,

(S′4b)
∑j
i=1,i̸=s,s+1 aij ⩽ λj , j ⩾ s,

and the right sum is over all as+1,s+1, . . . , as+1,n ∈ N, such that
(S′5a)

∑n
j=s+1 as+1,j = µs+1,

(S′5b) as+1,j ⩽ λj −
∑j
i=1,i̸=s,s+1 aij , j ⩾ s+ 1.

Proof of Claim. First, suppose A = (aij) ∈ Tn(N)(λ, µ). Since A is upper triangular
with sequence of column sums equal to λ, we obtain the second equality of (S′4a),
(S′4b) and (S′5b). Similarly, since A is upper triangular with sequence of row sums
equal to µ, we obtain the first equality of (S′4) and (S′5a). Conversely, suppose

• we have aij ∈ N, 1 ⩽ i ⩽ j ⩽ n, i ̸= s, s+ 1 satisfying (S′4), and
• we have as+1,s+1, . . . , as+1,n ∈ N satisfying (S′5).

We define

(5.10) asj = λj −
j∑

i=1,i̸=s
aij , j = s, . . . , n,

and

aij = 0, i > j.

Then the n × n matrix (aij) is in Tn(N)(λ, µ). Furthermore, the i row of (aij), for
i ̸= s, s+ 1 is (0 · · · 0 aii · · · ain) and the s+ 1 row of (aij) is 0 · · · 0 ass · · · as+1,n.
Finally, (aij) is the unique matrix in Tn(N)(λ, µ) with these rows in position 1, . . . s−
1, s+ 1 . . . n. The proof of the Claim is complete.

Now using (5.8) and swapping the sums
∑
as+1,s+1,...,as+1,n

and
∑
t1,...,ts−1

(which
is permissible since, from (S′1) and (5.10) (for j = s+ 1), we can see that t1, . . . , ts−1
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are independent of as+1,s+1, . . . , as+1,n), we obtain

ψ(eλ(s,t)) =
∑

aij :i/∈{s,s+1}

∑
t1,...,ts−1

s−1∏
i=1

(
ais+ti
ti

)
(5.11)

∑
as+1,s+1,...,as+1,n,

ks+2,...,kn

(−1)k
(
ass−as+1,s+1+t−τs−1

t−τs−1−k
) n∏
j=s+2

(
as+1,j+kj

kj

)
[T (s, t; t1, . . . , t− τs, 0, . . . , 0)ks+1,...,kn

],

where the right sum is subject to (S′2) and (S′5).
Before we make substitutions after changing variables, let us consider the right

sum in (5.11). Let I be the set of all sequences
(as+1,s+1, . . . , as+1,n, ks+2, . . . , kn)

of nonnegative integers satisfying (S′2) and (S′5). If qs+2, . . . , qn ∈ N satisfy

(5.12) qj ⩽ λj −
j∑

i=1,i̸=s,s+1
aij , j ⩾ s+ 2,

define the set Iqs+2,...,qn
consisting of all

(as+1,s+1, . . . , as+1,n, ks+2, . . . , kn) ∈ I

such that
(5.13) as+1,j + kj = qj , j ⩾ s+ 2.
Then we have the disjoint union

I = ∪qs+2,...,qn
Iqs+2,...,qn

.

From the definitions we have that, given qs+2, . . . , qn as in (5.12), then
(as+1,s+1, . . . , as+1,n, ks+2, . . . , kn) ∈ Iqs+2,...,qn

if and only if (S′2), (S′5) and (5.13)
hold. Hence we may apply Lemma 5.8 below to conclude the following. Suppose
qs+2, . . . , qn satisfy (5.12). Then

(as+1,s+1, . . . , as+1,n, ks+2, . . . , kn) ∈ Iqs+2,...,qn

if and only if (S′5b), (S′6) and (5.13) hold, where
(S′6a) as+1,s+1 = µs+1 − q + k,
(S′6b) t− τs−1 − λs+1 +

∑s−1
i=1 ai,s+1 + µs+1 ⩽ q ⩽ µs+1,

and q = qs+2 + · · · + qn.
We also note that Iqs+2,...,qn

is nonempty as it contains (µs+1 − q, qs+2, . . . , qn, 0,
. . . , 0).

Now with the substitutions
qj = as+1,j + kj , (j ⩾ s+ 2),

we see that rows s and s + 1 of the tableau T (s, t; t1, . . . , t − τs, 0, . . . , 0)ks+1,...,kn
in

the right hand side of (5.11), which is given in (5.9), are

s(λs−
∑s−1

i=1
ais+t−τs−1)(s+ 1)(λs+1−µs+1−

∑s−1
i=1

ai,s+1−(t−τs−1)+q)(5.14)

(s+ 2)(λs+2−
∑n

i=1,i ̸=s,s+1
ai,s+2−qs+2) · · ·n(λn−

∑n

i=1,i ̸=s,s+1
ain−qn)

(s+ 1)(µs+1−q)(s+ 2)(qs+2) · · ·n(qn).

From (S′6a) it follows that
(
ass−as+1,s+1+t−τs−1

t−τs−1−k
)

=
(
ass−µs+1+q−k+t−τs−1

t−τs−1−k
)
. The point

is we have expressed (5.9) independently of the as+1,s+1, . . . , as+1,n, ks+2, . . . , kn.
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Using this and the conclusion of the previous paragraph, we may rewrite the right
sum in (5.11) as follows,∑

qs+2,...,qn

( ∑
as+1,s+1,...,as+,1n,

ks+2,...,kn

(−1)k
(
ass−µs+1+q−k+t−τs−1

t−τs−1−k
) n∏
j=s+2

(
qj

kj

))
(5.15)

[T (s, t; t1, . . . , t− τs, 0, . . . , 0)ks+1,...,kn
],

where the left sum is over all qs+2, . . . , qn ∈ N such that (S′6b) and (5.12) hold, and
the right sum is over all as+1,s+1, . . . , as+1,n, ks+2, . . . , kn ∈ N such that (S′5b), (S′6a)
and (5.13) hold. Then by Lemma 5.9 below, the right sum in (5.15) is equal to

(5.16)
∑

ks+2,...,kn

(−1)k
(
ass−µs+1+q−k+t−τs−1

t−τs−1−k
) n∏
j=s+2

(
qj

kj

)
where the sum is over all ks+2, . . . , kn ∈ N such that kj ⩽ qj (j ⩾ s + 2) and
k ⩽ λs+1 −

∑s−1
i=1 ai,s+1 − µs+1 + q. We observe that from (S′1a) and (S′6b) we have

0 ⩽ t− τs−1 ⩽ λs+1 −
s−1∑
i=1

ai,s+1 − µs+1 + q.

Moreover, by our convention
(
ass−µs+1+q−k+t−τs−1

t−τs−1−k
)

= 0 for all k such that t−τs−1 < k.
Thus the sum in (5.16), say Σ, is over all ks+2, .., kn ∈ N such that kj ⩽ qj (j ⩾ s+ 2)
and k ⩽ t− τs−1. Therefore

Σ =
t−τs−1∑
k=0

(−1)k
(
ass−µs+1+q−k+t−τs−1

t−τs−1−k
) ∑
ks+2+···+kn=k

n∏
j=s+2

(
qj

kj

)
(5.17)

=
t−τs−1∑
k=0

(−1)k
(
ass−µs+1+q−k+t−τs−1

t−τs−1−k
)(
q
k

)
by Lemma 2.12(1). From Lemma 3.3(1) we have ass − µs+1 ⩾ 0, so by letting a =
ass − µs+1 + q and b = q, we have a ⩾ b ⩾ 0. From the second identity of Lemma
2.12(2) we conclude that Σ =

(
ass−µs+1+t−τs−1

t−τs−1

)
.

To summarize, we have

ψ(eλ(s,t)) =
∑

aij :i/∈{s,s+1}

∑
t1,...,ts−1

∑
qs+2,...,qn

(
ass−µs+1+t−τs−1

t−τs−1

) s−1∏
i=1

(
ais+ti
ti

)
(5.18)

[T (s, t; t1, . . . , t− τs, 0, . . . , 0)(qs+2,...,qn)],

where the left sum is over (S′4), the middle sum is over (S′1a) and (S′1b) with ass
replaced by λs −

∑n
i=1,i̸=s ais, and the right sum is over (S′6b) and (5.12). Moreover,

all rows of T (s, t; t1, . . . , t− τs, 0, . . . , 0)(qs+2,...,qn), except rows s and s+ 1, are equal
to the corresponding rows of (5.9), while rows s and s+ 1 are given by (5.14).

Step 3. We conclude the computation of ψ(eλ(s,t)) with another change of variable
argument.

Let us begin by rewriting the first sum in (5.18) by isolating columns s, s+ 1. We
see that ψ(eλ(s,t)) is equal to∑

aij :i,j /∈{s,s+1}

∑
t1,...,ts−1

a1s,...,as−1,s+1

∑
qs+2,...,qn

(
ass−µs+1+t−τs−1

t−τs−1

) s−1∏
i=1

(
ais+ti
ti

)
(5.19)

[T (s, t; t1, . . . , t− τs, 0, . . . , 0)(qs+2,...,qn)],
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where the left sum is over all aij ∈ N, where 1 ⩽ i ⩽ j ⩽ n and i, j /∈ {s, s+ 1}, such
that
(S′′1a)

∑n
j=i,j ̸=s,s+1 aij ⩽ µi, i ⩽ s− 1, and

∑n
j=i aij = µi, i ⩾ s+ 2,

(S′′1b)
∑j
i=1 aij = λj , j ⩽ s− 1, and

∑j
i=1,i̸=s,s+1 aij ⩽ λj , j ⩾ s+ 2,

and the middle sum is over all t1, . . . , ts−1 ∈ N and a1s, a1,s+1, . . . , as−1,s, as−1,s+1 ∈
N, such that (S′1a) and (S′1b) hold and
(S′′2a)

∑n
j=i aij = µi, i ⩽ s− 1,

(S′′2b)
∑s−1
i=1 ais ⩽ λs and

∑s−1
i=1 ai,s+1 ⩽ λs+1.

Our goal in Step 3 is to compute the coefficient of [T (s, t; t1, . . . , t − τs, 0, . . . ,
0)(qs+2,...,qn)]. Define

ui = ais + ti (i = 1, . . . , s− 1) and u = u1 + · · · + us−1.

Then it is easy to verify by direct substitution that
T (s, t; t1, . . . , t− τs, 0, . . . , 0)(qs+2,...,qn) = TD,

where D = (dij) ∈ Tn(N)(λ, µ) is defined by

dis = ui, dis+1 = µi −
n∑

j=i,j ̸=s,s+1
aij − ui, i ⩽ s− 1,(5.20)

dss = λs − t+ u,

ds,s+1 = λs+1 − µs+1 − t+ q −
s−1∑
i=1

µi +
s−1∑
i=1

n∑
j=i,j ̸=s,s+1

aij + u,

dsj = λj −
j∑

i=1,i̸=s,s+1
aij − qj , j ⩾ s+ 2,

ds+1,s+1 = µs+1 − q, ds+1,j = qj , j ⩾ s+ 1,
dij = aij , otherwise.

We have expressed TD independently of the t1, . . . , ts−1 and a1s, a1,s+1, . . . , as−1,s,
as−1,s+1. Moreover, we have

u =
s−1∑
i=1

ais +
s−1∑
i=1

ti =
s−1∑
i=1

ais + t− τs−1

and hence from (5.10) we conclude that
(
ass−µs+1+t−τs−1

t−τs−1

)
=

(
λs−µs+1+t−u

t−τs−1

)
. We ob-

serve that the left hand side of (S′6b) is equal to

µs+1 − λs+1 + t+
s−1∑
i=1

µi −
s−1∑
i=1

n∑
j=i,j ̸=s,s+1

aij − u,

that is, it is independent of the subscript s + 1 of ai,s+1. Hence from (S′1a), (S′′2)
and (S′6) we may swap the middle and right sums in (5.19). These remarks allow us
to obtain

(5.21)
∑

aij :i,j /∈{s,s+1}

∑
u1,...,us−1

∑
qs+2,...,qn

( ∑
t1,...,ts−1

a1s,...,as−1,s+1

(
λs−µs+1+t−u

t−τs−1

) s−1∏
i=1

(
ui

ti

))
[TD],

where the second sum is over all u1, . . . , us−1 ∈ N such that, given aij (i, j /∈ {s, s+1})
as in the first sum, there exist t1, . . . , ts−1 ∈ N and a1s, a1,s+1, . . . , as−1,s, as−1,s−1 ∈ N
satisfying (S′′2), (S′1a), (S′1b) with ass replaced by λs −

∑n
i=1,i̸=s ais, and
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(S′′3) ui = ais + ti, i = 1, . . . , s− 1.
The fourth sum is over (S′′2a), (S′′2b), (S′1a) and (S′1b). However, condition (S′1b)
is equivalent to t ⩽ µs − λs + u. Thus we may impose this condition on the second
sum in (5.21) and not on the fourth.

By Lemma 5.10 below, (5.21) may be written as follows∑
aij :i,j /∈{s,s+1}

∑
u1,...,us−1

∑
qs+2,...,qn

( ∑
t1,...,ts−1

(
λs−µs+1+t−u

t−τs−1

) s−1∏
i=1

(
ui

ti

))
[TD],(5.22)

where the fourth sum is over all t1, . . . , ts−1 ∈ N such that
(S′′4) τs−1 ⩽ t, 0 ⩽ u− τs−1 ⩽ λs and ti ⩽ ui, i = 1, . . . , s− 1.

We claim that λs − µs+1 + t − u ⩾ 0. Indeed, at the end of Step 2 we noticed that
ass − µs+1 + t− τs−1 ⩾ 0. We also noticed that under the change of variables in Step
3, ass − µs+1 + t− τs−1 = λs − µs+1 + t− u, so the claim follows. We also note that
we may drop the second condition in (S′′4) (this follows from the third condition of
(S′′4) and the definition of u). Hence we apply Lemma 2.12(1) to conclude that (5.22)
is equal to ∑

aij :i,j /∈{s,s+1}

∑
u1,...,us−1

∑
qs+2,...,qn

(
λs−µs+1+t

t

)
[TD].(5.23)

Now from (5.9) we have that the number of appearances of the elements 1, . . . , s−1, s
in TD is λ1 + · · · + λs−1 + (λs + t) and these appear in the first s rows of TD. Hence
λ1 + · · · + λs−1 + (λs + t) ⩽ µ1 + · · · + µs, that is t ⩽ cs. On the other hand we
have t ⩽ λs+1 and thus t ⩽ min{cs, λs+1} for all 1 < s < m. From Lemma 3.2(1),
min{cs, λs+1} = cs if s < m−1. Now from assumption (1) of the theorem and Lemma
2.11(2), it follows that (5.23) is equal to 0.

Case 3. Suppose s = 1. This is essentially identical to the first part of the proof
of [21, Theorem 3.1] and thus omitted. The only difference is that we append rows
3, . . . ,m of TA to the two-rowed tableaux that appear in the proof of loc.cit. according
to Lemma 2.3.

The proof of Lemma 5.5 will be complete once we prove the four lemmas of Section
5.3 below. □

From Lemma 5.5 we have that ψ induces a G-homomorphism
ψ̄ : ∆(λ) → ∆(µ).

It remains to be shown that ψ̄ ̸= 0. Recall that we are assuming λ⊴µ in the statement
of Theorem 5.2.
Lemma 5.6. The map ψ̄ : ∆(λ) → ∆(µ) is nonzero.
Proof. From Remark 2.5 we have that

ψ̄(1(λ1) ⊗ · · · ⊗ n(λn)) =
∑

T∈SSTλ(µ)

[T ],

which is a sum of certain distinct basis elements of ∆(µ) according to Theorem 2.2.
So it suffices to show that the set SSTλ(µ) is nonempty. This is indeed the case since
λ⊴ µ, see [20, Theorem 1”]. □

The proof of Theorem 5.2 will be complete once we prove the next four lemmas.

5.3. Four elementary lemmas. We prove here the four lemmas that were used in
the proof of Lemma 5.5.

Recall that we have partitions λ, µ ∈ Λ+(n, r) and integers s, t satisfying 1 ⩽ s < m
and 1 ⩽ t ⩽ λs+1, where m = ℓ(µ).
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5.3.1. The first lemma. Let us recall the setup of Case 1 of the proof of Theorem 5.2.
Suppose m ⩽ s ⩽ n− 1. We have a fixed tableau

(5.24) T =

1(a11) · · · s(x1s)(s+ 1)(y1,s+1) · · ·n(a1n)

2(a22) · · · s(x2s)(s+ 1)(y2,s+1) · · ·n(a2n)

· · ·
m(amm) · · · s(xms)(s+ 1)(ym,s+1) · · ·n(amn)

given by eq. (5.2), where (aij) ∈ Tn(N)(λ, µ), xis = ais + ti and yi,s+1 = ai,s+1 − ti.
For the matrix AT of T we have
(5.25) AT ∈ Tn(N)(λ(s, t), µ).

Let X be the set of all ordered m+ 1 tuples
(B, u1, . . . um),

where B = (bij) ∈ Tn(N)(λ, µ) and u1, . . . , um ∈ N satisfy for all i = 1, . . . ,m the
following conditions
(5.26) bij = aij , (j ̸= s, s+ 1), bis+ui = xis, bi,s+1 −ui = yi,s+1, u1 + · · · +um = t.

Let X ′ be the set of all ordered m tuples
(u1, . . . , um),

of nonnegative integers such that
(5.27) xis ⩾ ui (i = 1, . . . ,m), u1 + · · · + um = t.

Lemma 5.7. The map X → X ′, (B, u1, . . . , um) → (u1, . . . um), is a bijection.

Proof. Suppose (B, u1, . . . , um) ∈ X. From the second equality of (5.26) we have
xis − ui = bis ⩾ 0. Thus (5.27) is satisfied and (u1, . . . um) ∈ X ′.

Suppose (B, u1, . . . , um), (C, u1, . . . , um) ∈ X. From the first three equalities of
(5.26) we have B = C. Hence the map X → X ′ is 1-1.

Suppose (u1, . . . , um) ∈ X ′. DefineB = (bij) from the first three equalities of (5.26).
From the inequalities of (5.27) it follows that the entries of B are nonnegative integers.
From (5.25) and the equality u1 +· · ·+um = t, if follows that B = (bij) ∈ Tn(N)(λ, µ).
Hence the map X → X ′ is onto. □

5.3.2. The second lemma. Suppose 1 < s < m.

Lemma 5.8. Suppose we have nonnegative integers
• aij, where 1 ⩽ i ⩽ j ⩽ n, satisfying (5.10),
• t1, . . . , ts−1 satisfying (S′1),
• qs+2, . . . , qn satisfying (5.12), and
• ks+2, . . . , kn satisfying (5.13).

Then the tuple w = (as+1,s+1, . . . , as+1,n, ks+2, . . . , kn) satisfies (S′2) and (S′5) if and
only if it satisfies (S′5b) and (S′6).

Proof. We recall the notation
τs = t1 + · · · + ts−2, q = qs+2 + · · · + qn, k = ks+2 + · · · + kn.

Let us begin with an equation that will be used in both directions of the proof of the
lemma. By summing eqs. (5.13) with respect to j = s+ 2, . . . , n, we obtain

(5.28)
n∑

j=s+2
as+1,j + k = q.

Suppose w satisfies (S′2) and (S′5). Using (S′5a) and (5.28) we get µs+1−as+1,s+1+
k = q. Hence as+1,s+1 = µs+1 − q + k which is eq. (S′6a).
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From (S′2b) we have
t− τs−1 − as,s+1 ⩽ k ⩽ as+1s+1 ⇒ (add q − k)
t− τs−1 − as,s+1 + q − k ⩽ q ⩽ as+1,s+1 + q − k ⇒ (use (S′6a))
t− τs−1 − as,s+1 − as+1,s+1 + µs+1 ⩽ q ⩽ µs+1 ⇒ (use (S′5b) for j = s+ 1)

t− τs−1 − as,s+1 − λs+1 +
s+1∑

i=1,i̸=s,s+1
ai,s+1 ⩽ q ⩽ µs+1 ⇒

t− τs−1 − λs+1 +
s−1∑
i=1

ai,s+1 ⩽ q ⩽ µs+1.

Hence we have shown (S′6b).
Conversely, suppose w satisfies (S′5b) and (S′6). Then the implications in the proof

of the previous paragraph may be reversed. Thus we have (S′2b).
Using (5.10) we have

asj = λj −
j∑

i=1,i̸=s
aij

= λj −
j∑

i=1,i̸=s,s+1
aij − as+1,j (use (5.13))

= λj −
j∑

i=1,i̸=s,s+1
aij − qj + kj (use (5.12))

⩾ kj ,

for all j ⩾ s+ 2. Hence we have shown (S′2a).
Finally, from (S′6a) we have

as+1,s+1 = µs+1 − q + k (use (5.28))

= µs+1 −
n∑

j=s+2
as+1,j .

Hence
∑n
j=s+1 as+1,j = µs+1 and we have proven (S′5a). □

5.3.3. The third lemma. Let us recall the setup of Case 2, Step 2 of the proof of
Theorem 5.2. Suppose 1 < s < m. We have aij ∈ N, where 1 ⩽ i ⩽ j ⩽ n and
i, j /∈ {s, s+ 1}, that satisfy (S′4). We have t1, . . . , ts−1 ∈ N that satisfy (S′1a). Also
we have qs+2, . . . , qn ∈ N satisfying (S′6b) and (5.12).

Let B be the set of all sequences
(as+1,s+1, . . . , as+1,n, ks+2, . . . , kn)

of nonnegative integers that satisfy (S′5b), (S′6a), (5.13) and let B′ be the set of all
sequences

(ks+2, . . . , kn)
of nonnegative integers such that

(5.29) kj ⩽ qj (j = s+ 2, . . . , n) and k ⩽ λs+1 −
s−1∑
i=1

ai,s+1 − µs+1 + q.

Recall the notation
k = ks+2 + · · · + kn, q = qs+2 + · · · + qn and τi = t1 + · · · + ti.
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Lemma 5.9. The map f : B → B′,
(as+1,s+1, . . . , as+1,n, ks+2, . . . , kn) 7→ (ks+2, . . . , kn),

is a bijection.

Proof. Let x = (as+1,s+1, . . . , as+1,n, ks+2, . . . , kn) ∈ B. From (5.13), kj = qj −
as+1j ⩽ qj . Also, from (S′5b) for j = s + 1 and from (S′6a) we have k + µs+1 −
q ⩽ λs+1 −

∑s−1
i=1 ai,s+1 from which the second inequality of (5.29) follows. Hence

f(B) ⊆ B′. Clearly f is injective. If (ks+2, . . . , kn) ∈ B′, define as+1,s+1 from (S′6a)
and define as+1,j from (5.13). Then as+1,s+1 ⩾ µs+1 − q ⩾ 0 by the second in-
equality in (S′6b). From the first inequality of (5.29) we have as+1,j ⩾ 0 for all
j = s + 2, . . . , n. From (S′6a) and the second inequality of (5.29) it follows that
as+1,s+1 ⩽ λs+1 −

∑s+1
i=1,i̸=s,s+1 ai,s+1 and hence (S′5b) holds for j = s + 1. From

(5.12) we have as+1,j = qj − kj ⩽ λj −
∑j
i=1,i̸=s,s+1 aij , and hence (S′5b) holds for

j = s+2, . . . , n. We have shown that (S′5b) holds. Note that (S′6a) and (5.13) hold by
definition. Hence we have established that (as+1,s+1, . . . , as+1,n, ks+2, . . . , kn) ∈ B.
This proves that f is surjective. □

5.3.4. The fourth lemma. Let us recall the setup and relevant notation of Case 2,
Step3 of the proof of Theorem 5.2. We have aij ∈ N, where {i, j} /∈ {s, s+ 1}, and we
have u1, . . . , us−1 ∈ N as in (5.21). Let u = u1 + · · ·+us−1. Define the set C consisting
of all sequences of nonnegative integers

(t1, . . . , ts−1, a1s, a1,s+1, . . . , as−1,s, as−1,s+1)
that satisfy (S′1a), (S′′2) and (S′′3). Define the set C ′ consisting of all sequences of
nonnegative integers

(t1, . . . , ts−1)
that satisfy (S′′4).

For later use, if (t1, . . . , ts−1, a1s, a1,s+1, . . . , as−1,s, as−1,s+1) ∈ C, define
α(i) = λs+1 − (a1,s+1 + · · · + ai,s+1) for i = 1, . . . , s− 1.

Lemma 5.10. The map g : C → C ′ is a bijection, where
(t1, . . . , ts−1, a1s, a1,s+1, . . . , as−1,s, as−1,s+1) 7→ (t1, . . . , ts−1).

Proof. The first and third inequalities of (S′′4) follow immediately from (S′1a) and
(S′′3) respectively. By summing equations (S′′3) we obtain u =

∑s−1
i=1 ais + τs−1 and

using the first inequality of (S′′2b) we obtain u− τs−1 =
∑s−1
i=1 ais ⩽ λs. Hence (S′′4)

is satisfied which means that Im g ⊆ C ′.
Suppose x, x′ ∈ C, where x = (t1, . . . , ts−1, a1s, a1,s+1, . . . , as−1,s, as−1,s+1) and

x′ = (t1, . . . , ts−1, a
′
1s, a

′
1,s+1, . . . , a

′
s−1,s, a

′
s−1,s+1). From (S′′3) we have ais = ui−ti =

a′
is for all i = 1, . . . , s− 1. For each such i, using (S′′2a) and what we just showed,

ai,s+1 = µi −
n∑

j=i, j ̸=s,s+1
aij − ais = µi −

n∑
j=i, j ̸=s,s+1

aij − a′
is = a′

i,s+1.

Thus x = x′ and g is injective.
Surjectivity is a bit more demanding. Let y = (t1, . . . , ts−1) ∈ C ′ and define for

every i = 1, . . . , s− 1,

(5.30) ais = ui − ti, ai,s+1 = µi −
n∑

j=i, j ̸=s,s+1
aij − ais.

We intend to show that (t1, . . . , ts−1, a1s, a1,s+1, . . . , as−1,s, as−1,s+1) ∈ C, that is
aij ⩾ 0 (j = s, s+ 1) and (S′1a), (S′′2), (S′′3) hold.
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It is clear from the definitions that (S′′2a) and (S′′3) hold.
From (5.30) and the last inequality of (S′′4), we have ais ⩾ 0. Moreover,

∑s−1
i=1 ais =∑s−1

i=1 (ui − ti) = u − τs−1 ⩽ λs, where the last inequality is due to (S′′4). Hence the
first inequality of (S′′2b) holds.

From the hypothesis on u1, . . . , us−1, there exist
t′1, . . . , t

′
s−1, a

′
1s, a

′
1,s+1, . . . , a

′
s−1,s, a

′
s−1,s+1 ∈ N

such that
t− τ ′

i−1 − α′(i) ⩽ t′i ⩽ min{a′
i,s+1, t− τ ′

i−1}, i = 1, . . . , s− 1,(5.31)
n∑

j=i, j ̸=s,s+1
aij + a′

is + a′
i,s+1 = µi, i = 1, . . . , s− 1,(5.32)

s−1∑
i=1

a′
is ⩽ λs,

s−1∑
i=1

a′
i,s+1 ⩽ λs+1,(5.33)

ui = a′
is + t′i, i ⩽ s− 1.(5.34)

t ⩽ µs − λs +
s−1∑
i=1

a′
is + τs−1 = µs − λs − u.(5.35)

We note the following equalities,
a′
is + a′

i,s+1 = ais + ai,s+1, i ⩽ s− 1,(5.36)
a′
is + t′i = ais + ti, i ⩽ s− 1,(5.37)
a′
i,s+1 − t′i = ai,s+1 − ti, i ⩽ s− 1,(5.38)
s−1∑
i=1

a′
i,s+1 − τ ′

s−1 =
s−1∑
i=1

ai,s+1 − τs−1.(5.39)

Indeed, (5.36) follows from (5.32) and the second equality in (5.30). The equality
(5.37) follows from (5.34) and the first equality in (5.30). From (5.36) and (5.37) we
have (5.38) and by summing (5.38) for i ⩽ s− 1 we obtain (5.39).

From (5.38) we have ai,s+1 = (a′
i,s+1 − t′i) + ti and thus ais+1 ⩾ 0 for all i ⩽ s− 1

by the second inequality of (5.31).
From the first inequality of (5.31) and the definition of α′(s− 1), we have t−τ ′

s−2 −
λs+1+

∑s−1
i=1 a

′
i,s+1 ⩽ t′s−1 and thus

∑s−1
i=1 a

′
i,s+1−τ ′

s−1 ⩽ λs+1−t. Hence (5.39) implies
that

∑s−1
i=1 ai,s+1 − τs−1 ⩽ λs+1 − t. Thus

∑s−1
i=1 ai,s+1 ⩽ λs+1 − (t − τs−1) ⩽ λs+1,

where the last inequality comes from t−τs−1 ⩾ 0 of (S′′4). We have shown the second
inequality in (S′′2b). It remains to be shown that (S′1a) holds.

From the first inequality of (5.31) and the definition of α′(i), we have t − τ ′
i−1 −

λs+1 +
∑i
u=1 a

′
i,s+1 ⩽ t′i, where i ⩽ s− 1. From this and (5.36) we obtain

t− λs+1 ⩽
i∑

u=1
a′
us −

i∑
u=1

(a′
u,s+1 + a′

us) + τ ′
i =

i∑
u=1

a′
us −

i∑
u=1

(au,s+1 + aus) + τ ′
i .

From the above equality and (5.37) we have

t− λs+1 +
i∑

u=1
au,s+1 ⩽

i∑
u=1

a′
us −

i∑
u=1

aus + τ ′
i = τi

and thus t− α(i) − τi−1 ⩽ ti. We have shown the left inequality of (S′1a).
From (5.31) and (5.36) we have

a′
is + t′i ⩽ a′

is + a′
i,s+1 = ais + ai,s+1.
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From (5.37) and the above we have ti = a′
is + t′i − ais ⩽ ais+1 which is one of the

right inequalities of (S′1a). To show the other, note that from (S′′4), τi ⩽ τs−1 ⩽ t
for i ⩽ s− 1, so ti ⩽ t− τi−1, for all i = 1, . . . , s− 1. □
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