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Invariant theory for the face algebra of the
braid arrangement

Patricia Commins

Abstract The faces of the braid arrangement form a monoid. The associated monoid algebra
– the face algebra– is well-studied, especially in relation to card shuffling and other Markov
chains. In this paper, we explore the action of the symmetric group on the face algebra from
the perspective of invariant theory. Bidigare proved the invariant subalgebra of the face algebra
is (anti)isomorphic to Solomon’s descent algebra. We answer the more general question: what
is the structure of the face algebra as a simultaneous representation of the symmetric group
and Solomon’s descent algebra?

Special cases of our main theorem recover the Cartan invariants of Solomon’s descent algebra
discovered by Garsia–Reutenauer and work of Uyemura-Reyes on certain shuffling representa-
tions. Our proof techniques involve the homology of intervals in the lattice of set partitions.

1. Introduction
In this paper, we explore the interactions between the symmetric group and two
related finite dimensional algebras: Solomon’s descent algebra and the face algebra of
the braid arrangement.

The descent algebra is a remarkable subalgebra of the symmetric group algebra
– and more generally, a Coxeter group algebra– which was discovered by Solomon
in [54]. There has since been great progress in understanding its representation theory
(see [6, 9, 10, 12, 16, 17, 25, 41, 50, 48, 53]). However, as a non-semisimple algebra, its
structure is rich and many open questions (such as the Cartan invariants in general
Coxeter type) remain. The descent algebra is also studied for its connections with the
free Lie algebra [25, 44], higher Lie representations [51, 45], and characters of Coxeter
groups [15, 31, 54]. See [52] for a very nice overview of these connections.

The faces of any hyperplane arrangement form a semigroup under a product
first considered by Tits in [63]. This face semigroup is perhaps best known for its
connections to card shuffling and other Markov chains, which were pioneered by
Bidigare–Hanlon–Rockmore in [13] and continued by many others (see, for exam-
ple, [21, 22, 34, 43, 45]). Beyond shuffling, hyperplane face semigroups are also in-
teresting in their own right. For instance, the structure of the associated semigroup
algebras is governed by the combinatorics of the arrangement. Face semigroup alge-
bras have been studied extensively from this perspective by Aguiar–Mahajan in [2],
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P. Commins

Saliola in [50, 48, 49], and Schocker in [53]. Finally, face semigroups are also studied
as a canonical example of a left regular band, a special type of idempotent semigroup
studied in [1, 20, 38, 39, 47, 57].

The face algebra of the braid arrangement and the descent algebra are intrinsically
linked by the symmetric group, which acts on the face algebra by algebra automor-
phisms. Specifically, in his PhD thesis [14], Bidigare proved the invariant subalgebra
of the face algebra is (anti)isomorphic to the descent algebra. Bidigare’s connection
provides a useful perspective on the descent algebra. As Schocker wrote in [52], it
offers “fully transparent proofs of [several of] Solomon’s results and sheds new light
on the representation theory of the descent algebra.” As concrete examples, Saliola
used this geometric viewpoint of the descent algebra to compute its quiver in types A
and B in [48] and its Loewy length in type D in [50].

Inspired by classical invariant theory, we aim to build on this story by further
exploring the connections between the descent algebra, the face algebra, and the
symmetric group. In particular, when a finite group G acts on a ring R by ring
automorphisms, it is natural to consider the structure of R as a module over its
invariant ring RG. Bidigare’s result reveals the face algebra is a (right) module over
Solomon’s descent algebra, opening the door to studying a concrete, combinatorial
representation of the descent algebra. In [53, §9.3], Schocker initiated study in this
direction. Specifically, he studied the projective indecomposable and simple modules
of the face algebra as descent algebra modules in [53, Prop 9.4, Prop 9.6, Thm 9.7].

Invariant theory also asks a more refined question. Provided R is an algebra over
a field of characteristic zero, R decomposes into its G-isotypic subspaces,

R =
⊕
χ
Rχ,

as χ varies over the irreducible characters of G. The trivial isotypic subspace is pre-
cisely the invariant subalgebra of R and each isotypic subspace Rχ is a module over
the invariant subalgebra RG. Studying each G-isotypic subspace as a module over the
invariant subalgebra examines R as a module over both G and RG simultaneously.

It is thus a natural extension of Bidigare’s result to consider the other symmetric
group isotypic subspaces of the face algebra. In fact, although he did not consider its
module structure over the descent algebra, Bidigare also studied the structure of the
sign isotypic subspace of the face algebra in his thesis [14, §3.5.3]. In what follows,
let Sn be the symmetric group on n letters and let CFn denote the face algebra (over
the complex numbers C) of the associated braid arrangement. Our main question is
as follows.

Question 1.1. What is the structure of each Sn-isotypic subspace of CFn as a module
over the descent algebra?

Our answer to Question 1.1 is (informally) summarized in the following theorem,
which combines Proposition 3.3, Proposition 3.5, and Theorem 5.39. The irreducible
representations of both the symmetric group and the descent algebra are indexed by
partitions of n. Let χν be the irreducible character of Sn associated to the partition
ν and define fν to be its dimension. Let Mλ be the irreducible representation of the
descent algebra associated to the partition λ. We write sν for the Schur function
indexed by the partition ν and Lρ for the symmetric function corresponding to the
higher Lie character indexed by the partition ρ. Any remaining notation is discussed
in Section 4.
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Invariant theory for the face algebra of the braid arrangement

Theorem 1.2. The χν-isotypic subspace of the face algebra CFn has a decomposition
into descent algebra submodules Nν

µ labelled by partitions µ of n :

(CFn)χν

=
⊕

ν weakly
dominates µ

Nν
µ .

The C-dimensions of the descent algebra modules Nν
µ have simple combinatorial for-

mulas and the composition multiplicity of the descent algebra simple Mλ within Nν
µ

is
fν · ⟨sν , coefficient of yλzµ in Ω⟩ ,

where Ω is the generating function

Ω =
∏

Lyndon
words w

∑
partitions

ρ

yρ·|w| zw|ρ| Lρ[hw].

The composition multiplicities in the special cases ν = n and µ = 1n recover work
of Garsia–Reutenauer on the Cartan invariants of the descent algebra and Uyemura-
Reyes on certain shuffling representations, respectively.

Outline of paper. In Section 2, we provide background on the descent algebra, the
face algebra of the braid arrangement, Bidigare’s theorem, and some representation
theoretic concepts. In Section 3 we provide a preliminary answer (Proposition 3.3)
which reduces Question 1.1 to a more refined question (Question 3.4). In Section 4
we state and give examples of our main theorem (Theorem 5.39), explain how it
recovers work of Uyemura-Reyes and Garsia–Reutenauer, and give a more explicit
answer for the sign isotypic subspace (Proposition 4.6). Section 5 is dedicated to the
proof of our main theorem. For readability, the proof is first outlined in Section 5.1
and then broken into smaller subsections. Finally, we conclude with a brief discussion
on generalizations to other Coxeter types and left regular bands in Section 6.

2. Background
2.1. The braid arrangement and its face algebra. In this section, we briefly
review the basics of the braid arrangement; we refer the reader to [2, Ch. 6] for a
more detailed discussion. Write x := (x1, x2, . . . , xn) to denote an element of the
vector space Rn. The braid arrangement Bn is the hyperplane arrangement in Rn

consisting of the hyperplanes {x : xi = xj} for all 1 ⩽ i < j ⩽ n. Each hyperplane
{x : xi = xj} partitions Rn into three subsets: the halfspace H+

ij = {x : xi > xj}, the
halfspace H−

ij = {x : xi < xj}, and the hyperplane itself H0
ij . The faces of Bn are the

nonempty intersections of the form ⋂
1⩽i<j⩽n

H
sgnij

ij

for some set of choices sgnij in {+,−, 0}.
The faces of Bn naturally correspond to strings of inequalities relating all coor-

dinates. For example, one face F of B7 corresponds to the string x4 < x1 = x5 <
x7 < x2 = x3 = x6. Combinatorially, these strings (and their corresponding faces)
are ordered set partitions of the set [n] := {1, 2, . . . , n}. For example, F cor-
responds to the ordered set partition ({4}, {1, 5}, {7}, {2, 3, 6}) , which we write as
(4, 15, 7, 236). The symmetric group Sn acts on the faces of Bn by w (P1, P2, . . . , Pk) :=
(w(P1), w(P2), . . . , w(Pk)) for w ∈ Sn. By taking block-sizes, the Sn-orbits of faces
in Fn are indexed by integer compositions of n, written α ⊨ n, meaning α =
(α1, α2, . . . , αk) is a sequence of positive integers summing to n.
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Example 2.1. The braid arrangement B3 (intersected with the plane x1 +x2 +x3 = 0)
and its thirteen faces are shown below. The table points out the four S3-orbits of faces
indexed by the compositions α ⊨ 3.

(3, 12)

(12, 3)(2, 13)

(13, 2)

(23, 1) (1, 23)(123)

(1, 2, 3)
(2, 1, 3)

(1, 3, 2)

(2, 3, 1)

(3, 2, 1)

(3, 1, 2)

α Faces in orbit indexed by α

(3) (123)
(2, 1) (12, 3), (13, 2), (23, 1)
(1, 2) (1, 23), (2, 13), (3, 12)

(1, 1, 1) (1, 2, 3), (1, 3, 2), (3, 1, 2),
(3, 2, 1), (2, 3, 1), (2, 1, 3)

The faces of Bn have an associative, noncommutative multiplicative structure, first
considered by Tits in [63]. In terms of ordered set partitions,

(P1, P2, . . . , Pk) · (Q1, Q2, . . . , Qℓ) :=
(P1 ∩Q1, P1 ∩Q2, . . . , P1 ∩Qℓ, P2 ∩Q1, . . . Pk ∩Qℓ)∧

,

where ∧ indicates the removal of empty sets. For example, in B7,

(4, 15, 7, 236) · (245, 367, 1) = (4, 5, 1, 7, 2, 36).

The ordered set partition with a single block (12 . . . n) is an identity element, so
the faces have the structure of a monoid, which we denote by Fn. Note that for any
F,G ∈ Fn,

(1) FGF = FG.

By setting G = (12 · · ·n) in Eq. (1), one sees that each element in Fn is an idempo-
tent. In fact, Eq. (1) implies that Fn belongs to a very special class of idempotent
semigroups, called left regular bands, which we (briefly) return to in Section 6.2.

Let Πn denote the lattice of unordered set partitions of [n] under the refinement
ordering, so that the set partition with all numbers in a single block is a maximum
element. There is a map, often called the support map

σ : Fn → Πn

given by removing the ordering on the blocks of the ordered set partitions. For instance
σ ((4, 15, 7, 236)) is the unordered set partition {15, 236, 4, 7}. This map has the special
property that for faces F,G ∈ Fn,

(2) σ(FG) = σ(F ) ∧ σ(G),

where ∧ denotes the meet operation of a lattice.
Symmetric group actions are of central importance in this paper. It is routine to

check that the action of Sn on Fn is by monoid automorphisms. We shall also consider
the standard action of Sn on Πn, defined as w {P1, . . . , Pk} = {w(P1), . . . , w(Pk)} for
w ∈ Sn. One can check that the support map σ commutes with this action of Sn. The
Sn-orbits of set partitions in Πn are indexed by (integer) partitions λ whose parts
sum to n (which we write as λ ⊢ n). For a set partition X ∈ Πn, and integer partition
λ ⊢ n we write X ∈ λ if the blocks of X have sizes given by the parts of λ. For
instance, {15, 236, 4, 7} ∈ (3, 2, 1, 1).
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Rather than the monoid Fn itself, we are primarily interested in its monoid algebra,
which we call the face algebra CFn. The face algebra CFn consists of formal C-
linear combinations of faces in Fn; its multiplication is the C-linear extension of
multiplication in Fn. More formally, we multiply the element of the face algebra with
coefficients {cF ∈ C : F ∈ Fn} by the element with coefficients {dG ∈ C : G ∈ Fn} as:( ∑

F ∈Fn

cF F

)
·

( ∑
G∈Fn

dG G

)
:=

∑
F,G∈Fn

cF dG FG.

Since the symmetric group acts on Fn by monoid automorphisms, its linearly
extended action on CFn is by algebra automorphisms. The invariant subalgebra
of the face algebra, written as (CFn)Sn , consists of the elements x ∈ CFn for which
w(x) = x for all w ∈ Sn. Observe that the action of the symmetric group algebra CSn

commutes with both the left- and right- actions of the invariant subalgebra on the
face algebra. In particular, for x ∈ CSn, y ∈ CFn, and z ∈ (CFn)Sn , the following
hold:

x(yz) = x(y)z, and x(zy) = zx(y).(3)

2.2. Solomon’s descent algebra and Bidigare’s theorem. Each permutation
w ∈ Sn has an associated (right) descent set Des(w) := {i : w(i) > w(i+1)} ⊆ [n−1].
For each subset J ⊆ [n− 1], define an element xJ in CSn by

xJ :=
∑

w∈Sn:
Des(w)⊆J

w.

In [54], Solomon proved that the C- span of the elements {xJ : J ⊆ [n− 1]} is closed
under multiplication, so it is a subalgebra of CSn. The structure constants with respect
to this basis have a simple combinatorial formula (see(1) [25, Proposition 1.1]). This
subalgebra is known as Solomon’s descent algebra, or simply the descent algebra,
which we will denote by Σn. The descent algebra is intimately linked to the face
algebra. In particular, for a subset J = {a1 < a2 < . . . < ak} ⊆ [n − 1], write α(J)
to be the integer composition (a1, a2 − a1, a3 − a2, . . . , ak − ak−1, n − ak). Bidigare
proved the following connection in [14, Theorem 3.8.1].

Theorem 2.2. (Bidigare) The Sn-invariant subalgebra of the face algebra is antiiso-
morphic to Solomon’s descent algebra. In terms of the Sn-orbits explained just before
Example 2.1, an antiisomorphism from Σn to (CFn)Sn is given by

Φ : xJ 7→
∑

Faces F
in Sn-orbit

indexed by α(J)

F.

Example 2.3. In one-line notation, the element x{1} = 123 + 213 + 312 ∈ Σ3 is
mapped under Bidigare’s antiisomorphism to the sum of the rays labelled by (1, 23),
(2, 13), and (3, 12) in Example 2.1.

2.3. Representation theory of finite dimensional algebras. In order to ex-
plain the representation theory of the descent algebra, we first give a brief overview of
the representation theory of finite dimensional algebras. We follow the explanations
given in [2, Appendix D], [5, Ch. 1], [23, Ch. 9], [39, §4.2], and [66, Ch. 6, 7].

A C-algebra A, which we will often just call an algebra, is a C-vector space which
is also a ring with unit in which c(ab) = (ac)b = a(cb) = (ab)c for all c ∈ C, a, b ∈ A.
We will assume A is finite dimensional, which means it is finite dimensional as a

(1)In the notation of [25], xJ is Bα(J), where α(J) is the composition we define before Theorem 2.2.
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C-vector space. A left (or right) representation of an algebra A is a left (or right)
A-module, so we will use the language of modules and representations somewhat
interchangeably. For simplicity, we assume we are dealing with left(2) A-modules for
the remainder of this subsection, but the corresponding analogues hold for right A-
modules too. An A-module U is called

• indecomposable if it cannot be written as a nontrivial direct sum of A-
modules U = U1 ⊕ U2.

• simple if it has no nontrivial A-submodules.
• projective if there is a free A-module F and another A-module U ′ such that
F ∼= U ⊕ U ′ as A-modules.

The idempotents in an algebra are the elements E for which E2 = E; these
play a key role in the representation theory of finite dimensional algebras. A family
E1, E2, . . . , En of nonzero idempotents in A is said to be

• complete if E1 + E2 + . . .+ En = 1.
• orthogonal if EiEj = 0 for all i ̸= j.
• primitive if for all i, there do not exist two nonzero orthogonal idempotents
E,E′ for which Ei = E + E′.

Complete families of primitive, orthogonal idempotents (or cfpois)
{E1, E2, . . . , En} of A biject with decompositions of A into indecomposable left
A-modules by

A =
n⊕

i=1
AEi,

see, for instance, [66, Proposition 7.2.1]. The decomposition of A into indecompos-
ables is unique, up to re-indexing and A-module isomorphisms, by the Krull–Schmidt
theorem. Since each A-module AEi is a direct summand of A, each is projective. Fur-
ther, up to isomorphism, these are the only projective indecomposable modules, so the
isomorphism classes of these summands are called the projective indecomposable
modules of A (see [5, Lemma I.5.3(b)]). So, for any two cfpois {Ei : 1 ⩽ i ⩽ n} and
{Fj : 1 ⩽ j ⩽ m} of A, we know that m = n and there exists a reordering σ ∈ Sn

such that AEi
∼= AFσ(i) as A-modules.

Remark 2.4. We will use the following two facts several times. Let A be a finite
dimensional C-algebra. Conjugating any cfpoi of A by a unit of A produces another
cfpoi of A. Conversely, any two cfpois of A are conjugate by some unit of A. (This
latter fact follows from [2, Lemma D.26 and its preceding discussion].)

The radical of a finite dimensional algebra A, written rad(A), is the intersection
of all of its maximal left ideals. It turns out to be a nilpotent, two-sided ideal of A
([5, Corollary I.1.4, Corollary I.2.3]). More generally, the radical of an A-module U,
written rad(U) is the intersection of all its maximal A-submodules. One can also
define it as rad(A)U ([5, Proposition I.3.7]). Up to isomorphism, the set of simple
A-modules is

{AEi/rad(AEi) : 1 ⩽ i ⩽ n}
for any choice of cfpoi {Ei}. The projective indecomposable module AEi is a projec-
tive cover for the simple module AEi/rad(AEi) ([5, Corollary I.5.9]). Further, one
has an isomorphism of the simple A-modules AEi/rad(AEi) ∼= AEj/rad(AEj) if and
only if one has a corresponding isomorphism of their projective covers AEi

∼= AEj .

(2)Even though the isotypic subspaces of the face algebra are right modules over the descent
algebra, we will mainly view them as left modules over the invariant subalgebra of the face algebra.
These approaches are equivalent by Bidigare’s theorem.
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In general, it is possible that AEi
∼= AEj for i ̸= j. If we condense and write the

list of isomorphism classes of simple A-modules and their corresponding projective
indecomposable A-modules as {Mα} and {Pα} as α ranges in some indexing set A, it
turns out that as A-modules,

A ∼=
⊕

α∈A

P⊕ dimC Mα
α ,(4)

see for instance [66, Theorem 7.3.9].
An algebra A is semisimple if every A-module can be decomposed into a di-

rect sum of simple A-modules. By the Artin–Wedderburn theorem, an algebra A is
semisimple if and only if rad(A) = 0 ([5, Theorem I.3.4]). Maschke’s theorem gives
that group algebras CG for finite groups G are semisimple. Unlike group algebras,
many finite-dimensional C-algebras are not semisimple (including both the face alge-
bra and the descent algebra).

When an algebra A is semisimple, the “gold standard” of understanding an A-
module is to decompose it into a direct sum of simple A-modules. When A is non-
semisimple, an alternative method must be used; we will take the approach of counting
composition multiplicities. A composition series of a finite dimensional A-module
U is a sequence of A-modules

0 ⊊ U1 ⊊ U2 ⊊ . . . ⊊ Un−1 ⊊ U

such that each successive quotient Ui/Ui−1 (called a composition factor) is a simple
A-module. Although composition series of an A-module are not unique, the Jordan–
Hölder theorem explains that the composition factors (up to isomorphism) and their
multiplicities are. The multiplicity of a simple A-module M as a composition factor
of any composition series of an A-module U is called the composition multiplicity
of M in U , and written as [U : M ].

One way to compute composition multiplicities without constructing an explicit
composition series uses the projective indecomposable A-modules as projective covers
for the simple A-modules. In particular, let U be a finite dimensional A-module, let
M = AE/rad(AE) be a simple A-module, and let P = AE be its projective cover.
Since we are working over C, it turns out that (see [66, Proposition 7.4.1], specializing
to C),

[U : M ] = dimC HomA (P,U) = dimC HomA (AE,U) = dimC EU.(5)

A case of special importance is understanding the composition factors of the pro-
jective indecomposable modules. Let {Mα} and {Pα} be the isomorphism classes of
simple A-modules and their corresponding projective indecomposables, as α varies in
some indexing set A. The composition multiplicities [Pβ : Mα] as α, β vary in A are
called the Cartan invariants of A. Using the above equation,

[Pβ : Mα] = dimC EαAEβ .(6)

The Cartan invariants of the descent algebra are known in types A and B, and have
beautiful combinatorial interpretations; we will discuss these in Section 4.4 and Sec-
tion 6.

2.4. Representation theory of Solomon’s descent algebra. The represen-
tation theory of the descent algebra involves elegant combinatorics. Its (right) repre-
sentation theory was studied in great depth by Garsia and Reutenauer in [25] using its
connections with the free Lie algebra. It was soon after studied in other Coxeter types
by Bergeron, Bergeron, Howlett, and Taylor in [9, 10, 12]. Atkinson recovered some of
Garsia–Reutenauer’s results using other methods in [6]. Bidigare’s theorem provided
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a new perspective on the representation theory of the descent algebra, studied by
Saliola in [48], Aguiar–Mahajan in [2], and Schocker in [53].

Both the descent algebra and the face algebra turn out to belong to a well-behaved
class of algebras called elementary algebras (meaning A/rad(A) is a commutative
algebra isomorphic to Cn for some n). A C−algebra is elementary precisely if its simple
modules are all one-dimensional. Aguiar–Mahajan have a very nice appendix [2, Ap-
pendix D.8] explaining properties of elementary algebras to which we will sometimes
refer.

2.4.1. Radical. Recall that the descent algebra Σn has dimension 2n−1. In Solomon’s
original paper [54], he proved the radical rad(Σn) has dimension 2n−1 − #{λ ⊢ n}
and is spanned by the differences xJ − xJ′ for which α(J) and α(J ′) (defined just
before Theorem 2.2) rearrange to the same partition. Hence, Σn is not semisimple for
all n ⩾ 3.

2.4.2. Simples and projective indecomposables. As we will see in Section 2.4.3, the
idempotents in a cfpoi for the descent algebra Σn are indexed by integer partitions
of n. Since Σn is elementary, each simple Σn-module is one-dimensional. By Eq. (4),
each idempotent in a cfpoi for Σn then generates a distinct (up to isomorphism)
projective indecomposable module, so the Σn- simples and projective indecomposables
are also indexed by partitions. (See also [2, Theorem D.35].) One can see an explicit
construction of these simples in [6, §3]. We will write Mλ to denote the Σn-simple
indexed by the partition λ and Pλ for the the projective indecomposable which is the
projective cover of Mλ. Then,

Σn =
⊕
λ⊢n

Pλ.

2.4.3. Idempotents. Cfpois for the descent algebras are well-studied. Initially, they
were studied from the perspective of Coxeter groups (see [9, 10, 12, 25]). Using Bidi-
gare’s theorem, Saliola provided a geometric perspective by constructing a cfpoi [48]
from the cfpois he discovered for the face algebra [48, 49]. Aguiar–Mahajan further
study Saliola’s idempotents and generalizations extensively in [2]. For work connecting
both perspectives, see [18] and [2, §16]. For our purposes, the geometric perspective
shall prove very useful, so we shall consider cfpois {Eλ : λ ⊢ n} of (CFn)Sn , rather
than the (equivalent) cfpois {Φ−1(Eλ) : λ ⊢ n} of Σn, where Φ is Bidigare’s antiiso-
morphism from Theorem 2.2.

The idempotents in a cfpoi of the face algebra CFn turn out to be indexed by the
set partitions in Πn. In [48, §5], Saliola constructed explicit cfpois(3) {ÊX : X ∈ Πn}
for CFn for which w

(
ÊX

)
= Êw(X) for all w ∈ Sn. He proved the Sn-orbit sums of

such families
{
Êλ : λ ⊢ n

}
where Êλ :=

∑
X∈λ ÊX , form cfpois for (CFn)Sn . Thus,

their inverse images under Bidigare’s antiisomorphism form a cfpoi for Σn.
Although we will not need Saliola’s explicit construction for our purposes, we will

repeatedly use that his idempotents ÊX satisfy three very nice properties(4):
(a) For F ∈ Fn, if σ(F ) ≱ X, then FÊX = 0. ([48, Lemma 5.3])
(b) ÊX ∈ spanC {F ∈ Fn : σ(F ) ⩽ X} . ([48, Theorem 5.2])
(c) Let cX : CFn → C be the C-linear map which sends F ∈ Fn to 1 if σ(F ) = X

and sends F to 0 otherwise. Then, cX

(
ÊX

)
= 1 ([48, Theorem 5.2]).

(3)Saliola’s construction was quite general and provided multiple possible explicit cfpois (see [48,
§5.1, 5.2] for some specific examples). When we write {ÊX}, we mean any of the cfpois for CFn

coming from his construction in [48, Theorem 5.2].
(4)Notation warning: Saliola uses the opposite ordering as this paper on the poset Πn.
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By conjugating Saliola’s idempotents, properties (a) and (b) turn out to hold more
generally for any cfpoi of CFn. We should point out that each of the lemmas in the
remainder of this idempotent section appear (often with much stronger statements
and in more generality) in the remarkable characterizations of cfpois for CFn and
(CFn)Sn given by Aguiar–Mahajan [2, Chapters 11, 16, Appendix D]. For simplicity,
we state only the minimal information that we will need, but we highly encourage the
curious reader to consult their work.

Lemma 2.5. Let {EX : X ∈ Πn} be any(5) cfpoi for CFn. The following statements
hold.

(i) Let F ∈ Fn. If σ(F ) ≱ X, then FEX = 0.
(ii) EX ∈ spanC{F ∈ Fn : σ(F ) ⩽ X}.
(iii) If Y ≱ X, then EY CFnEX = 0.
(iv) Let F ∈ Fn. If σ(F ) = X, then there are constants dF ′ ∈ C such that FEX

can be written as

FEX = F +
∑

F ′:σ(F ′)<X

dF ′ F ′.

Proof. Recall {EX} is conjugate to the family {ÊX} by some invertible element
of CFn, say u :=

∑
F ∈Fn

cF F.

(i) Let F ∈ Fn with σ(F ) ≱ X. By Eq. (2), for any G ∈ Fn, σ(FG) = σ(F ) ∧
σ(G) ≱ X. Using property (a) of Saliola’s idempotents,

FEX = FuÊXu
−1 =

( ∑
G∈Fn

cG (FG)ÊX

)
u−1 = 0.

(ii) It follows from Eq. (2) that spanC{F ∈ Fn : σ(F ) ⩽ X} is closed under
left and right multiplication by CFn. Property (b) of Saliola’s idempotents
explains that ÊX is in spanC{F ∈ Fn : σ(F ) ⩽ X}. Hence, ÊX = uEXu

−1 is
also in spanC{F ∈ Fn : σ(F ) ⩽ X}.

(iii) By part (ii), EY ∈ spanC{F ∈ Fn : σ(F ) ⩽ Y }. For F with σ(F ) ⩽ Y,
σ(F ) ≱ X (since otherwise, Y ⩾ σ(F ) ⩾ X). By part (i), EY CFnEX = 0.

(iv) By part (ii), it suffices to prove that the coefficient of F in FEX is one and
the coefficient of F ′ ̸= F for σ(F ′) = X is zero. By property (b) of Saliola’s
idempotents, there exist constants dF ′ for which

FEX = FuÊXu
−1 = Fu

 ∑
F ′∈Fn:

σ(F ′)⩽X

dF ′F ′

u−1 =
∑

F ′∈Fn:
σ(F ′)⩽X

dF ′ FuF ′u−1.

By expanding u, u−1 as a linear combination of faces and applying Eq. (2),
observe that if σ(F ′) < X, then cX

(
FuF ′u−1) = 0. Hence, we can ignore

the terms with σ(F ′) < X the above sum. From the ordered set partition
definition of face multiplication, observe that if σ(F ′) = X, then FF ′ = F.
Using this fact and Eq. (1),

FuF ′u−1 = FuFF ′u−1 = FuFu−1 = Fuu−1 = F.

(5)We assume appropriate indexing here, in that if u is an invertible element of CFn which con-
jugates {ÊX : X ∈ Πn} to produce {EX : X ∈ Πn}, then EX = uÊXu−1 for all X ∈ Πn. Put differ-
ently, for all X ∈ Πn, EX and ÊX lift the same idempotent in the unique cfpoi of CFn/rad(CFn).
(See [2, Thm D.33].)
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Hence, the coefficient of F ′ ̸= F with σ(F ′) = X in FEX is 0 as desired,
and the coefficient of F in FEX is

∑
F ′:σ(F ′)=X dF ′ = 1 by property (c) of

Saliola’s idempotents.
□

The proof of the following lemma imitates the proofs of Lemma 11.29 in [2] and
Corollary 4.4 of [39].

Lemma 2.6. Let {EX : X ∈ Πn} be any cfpoi for CFn. The set
{
FEσ(F ) : F ∈ Fn

}
forms a C-basis for the vector space CFn.

Proof. Pick a total ordering on the faces F ∈ Fn such that if σ(F ) < σ(F ′),
then F precedes F ′. Then, the matrix representing the linear transformation
F 7→ FEσ(F ) is upper triangular with ones along the diagonal by Lemma 2.5(iv).
Hence,

{
FEσ(f) : F ∈ Fn

}
is also a basis for CFn. □

Lemma 2.7. Let {Eλ : λ ⊢ n} be any cfpoi for (CFn)Sn . Then, there exists a cfpoi
{EX : X ∈ Πn} for the face algebra CFn which satisfies all three of the following
properties:

(i) w(EX) = Ew(X) for all X ∈ Πn and all w ∈ Sn,
(ii) Eλ =

∑
X∈λ EX , and

(iii) There is an invertible u ∈ (CFn)Sn such that EX = uÊXu
−1 for all X ∈ Πn.

Proof. Let {Eλ : λ ⊢ n} be a cfpoi for (CFn)Sn . By Remark 2.4, there exists an
invertible element u ∈ (CFn)Sn such that for each λ ⊢ n, Eλ = uÊλu

−1. Hence, for
each λ ⊢ n,

Eλ =
∑
X∈λ

uÊXu
−1.

By Remark 2.4, the family
{
uÊXu

−1 : X ∈ Πn

}
is a cfpoi for CFn. Since for w ∈ Sn,

w
(
u−1) = (w(u))−1 = u−1, the inverse u−1 is also in (CFn)Sn . Hence, for w ∈ Sn,

w
(
uÊXu

−1
)

= w(u)w
(
ÊX

)
w(u−1) = uÊw(X)u

−1.

Setting EX := uÊXu
−1 completes the proof. □

A similar statement to Lemma 2.5(ii) holds for the cfpois of the invariant subalge-
bra (CFn)Sn .

Lemma 2.8. Let {Eµ : µ ⊢ n} be any choice of cfpoi for (CFn)Sn . Let F ∈ Fn with
σ(F ) ∈ λ. If the partition µ does not refine λ, then

FEµ = 0.

Proof. By Lemma 2.7, there exists a cfpoi {EX : X ∈ Πn} for CFn permuted by Sn for
which Eµ =

∑
X∈µ EX . If σ(F ) ⩾ X for some X ∈ µ, then the set partition X refines

σ(F ), so µ would refine λ. Hence, σ(F ) ≱ X for all X ∈ µ. Thus, by Lemma 2.5(ii),

FEµ =
∑
X∈µ

FEX = 0.

□

For the remainder of the paper, we shall fix:
• some cfpoi {Eλ : λ ⊢ n} of (CFn)Sn , and
• a cfpoi {EX : X ∈ Πn} for CFn satisfying the three conditions of Lemma 2.7

(given our choice of {Eλ}).
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2.5. Representation theory of the symmetric group and wreath prod-
ucts. We will assume some familiarity with the representation theory of finite groups
(especially symmetric groups) as well as symmetric functions. See [46], [56, Ch. 7],
and [4] for good references.

Let χλ denote the irreducible character of Sn indexed by partition λ; we will
often write 1Sn

and sgnSn
to denote the trivial and sign characters of Sn, respec-

tively. Throughout this paper, let ch denote the Frobenius characteristic map
from characters of symmetric groups (or their corresponding representations) to the
ring of symmetric functions. We will write sλ for the Schur function indexed by λ and
hi for the complete homogeneous symmetric function of degree i. Recall that

• ch
(
χλ
)

= sλ,

• ch
(
sgnSn

)
= ch

(
χ1n) = s1n , and

• ch (1Sn
) = ch (χn) = sn = hn.

We use the convention hα := hα1hα2 . . . hαk
for α an integer composition, integer

partition, or even a word on the positive integers. For α and α′ integer compositions,
integer partitions, or words on the positive integers, we write α ∼ α′ if α rearranges
to α′. Note that hα = hα′ if α ∼ α′. For α ⊨ n, we shall view Sα := Sα1×Sα2×. . .×Sαk

as a subgroup of Sn, by considering it as the subgroup which permutes the the first
α1 positive integers amongst themselves, the next α2 amongst themselves, and so on.

Recall that for ρ1, ρ2, . . . , ρk characters of Sα1 , Sα2 , . . . , Sαk
,

ch
(

(ρ1 ⊗ ρ2 ⊗ . . .⊗ ρk)
xSn

Sα

)
= ch (ρ1) ch (ρ2) . . . ch (ρk) ,

where the notation (−) ↑G
H indicates the induction of a representation of a sub-

group H to the full group G. Later on, we will also consider the restriction of a
G-representation to an H-representation, written (−) ↓G

H .
We use the inner product symbol ⟨A,B⟩ to mean either
• the Hall inner product on symmetric functions if A and B are symmetric

functions, or
• The inner product on the characters of a group G if A and B are G-

characters (or the inner product on the corresponding characters if A,B are
G-representations).

Recall that for Sn-representations ρ, ψ, one has ⟨ρ, ψ⟩ = ⟨ch(ρ), ch(ψ)⟩ .
We remind the reader of Young’s rule (see [46, §2.11]). Let λ, µ be partitions of n.

Recall the Kostka coefficients Kλ,µ which count semistandard Young tableaux with
shape λ and content µ. Young’s rule states that〈

1 ↑Sn

Sµ
, χλ

〉
= ⟨hµ, sλ⟩ = Kλ,µ.(7)

It is well known that Kλ,µ = 0 if λ does not (weakly) dominate µ.
Wreath products of symmetric groups with finite groups will play an important

role in this work. Let G be a finite group. The wreath product Sn[G] is defined to
be the group with elements {(g1, g2, . . . , gn;σ) : gi ∈ G, σ ∈ Sn} under the operation

(g1, g2, . . . , gn;σ) · (h1, h2, . . . , hn; τ) = (g1hσ−1(1), g2hσ−1(2), . . . , gnhσ−1(n);στ).

Let V be a representation of Sn and let W be a representation of G. We write
V [W ], like Wachs [65] and Sundaram [59], to denote the Sn[G] representation with
underlying vector space

(⊗nW )⊗ V,
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and action

(g1, g2, . . . , gn;σ) · (w1 ⊗ w2 ⊗ . . .⊗ wn)⊗ v
=
(
g1 · wσ−1(1) ⊗ g2 · wσ−1(2) ⊗ . . .⊗ gn · wσ−1(n)

)
⊗ σ · v.

We shall often consider the wreath product Sm[Sn] as a subgroup of Smn, as
illustrated by the following example.

Example 2.9. We consider S3[S4] as the subgroup of S12 generated by the following
permutations (in cycle notation):

• the nine transpositions

(1, 2), (2, 3), (3, 4), (5, 6), (6, 7), (7, 8), (9, 10), (10, 11), (11, 12)

which generate the subgroup S43 and are represented by the nine horizontal
arrows within the rows of Fig. 1, and

• the two permutations

r1 = (1, 5)(2, 6)(3, 7)(4, 8) and r2 = (5, 9)(6, 10)(7, 11)(8, 12)

which swap entire rows in Fig. 1, represented by the two labelled vertical
arrows.

1 2 3 4

5 6 7 8

9 10 11 12

r1

r2

Figure 1. S3[S4] ⩽ S12

Wreath products are highly related to the notion of plethysm f [g] of symmetric
functions f, g. (We assume familiarity with plethysm and recommend [56, Ch. 7 Ap-
pendix 2], [35], [60, §4] and [37, §1.8] as references.) If V is a representation of Sm

with ch(V ) = f and W a representation of Sn with ch(W ) = g, then

ch
(
V [W ]

xSmn

Sm[Sn]

)
= f [g].

The following properties of plethysm hold for general symmetric functions: see
Equation (8.7) and Remark (8.3) of [37].

Lemma 2.10. Let f , g, and h be symmetric functions. Then,
(1) (Associativity of plethysm): f [g [h]] = f [g][h].
(2) f [h] + g[h] = (f + g)[h]
(3) (f [h]) · (g[h]) = (fg)[h]

It remains an open problem in algebraic combinatorics to understand plethysm
coefficients, i.e. to understand how f [g] positively expands into Schur functions for
two homogeneous Schur-positive symmetric functions f, g.
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3. Refining the question
By Maschke’s theorem, the face algebra CFn decomposes into a direct sum of irre-
ducible Sn-representations. Although this decomposition is not unique, the coarser
decomposition given by grouping the irreducibles of the same isomorphism type is;
this is the decomposition of CFn into its isotypic subspaces. Hence, there is an
Sn-representation decomposition

CFn =
⊕
ν⊢n

(CFn)ν
,

where (CFn)ν is the Sn-isotypic subspace associated to χν . (In general, for a finite
group G, an irreducible G-character χ, and a representation V of G, we write (V )χ to
denote the χ−isotypic subspace of V.) Each isotypic subspace (CFn)ν can be accessed
by acting on the left of CFn by the corresponding isotypic projector πν ∈ CSn, defined
as

πν = χν(1)
n!

∑
w∈Sn

χν(w)w.

We will use that an element x ∈ CFn is in the isotypic subspace (CFn)ν if and only
if πν(x) = x.

The trivial isotypic subspace (CFn)n of the face algebra is precisely its in-
variant subalgebra (CFn)Sn . Moreover, the isotypic subspaces are not only Sn-
representations; each carries an additional, rich structure as a left module over
(CFn)Sn . Hence, by Bidigare’s theorem, each isotypic subspace is actually a (right)
module over the descent algebra Σn by the action

y · x := Φ(x)y for y ∈ (CFn)ν
, x ∈ Σn.

Since Σn is not semisimple, we are unable in general to decompose each Σn-module
(CFnEµ)ν into a direct sum of simple Σn-modules. As discussed in Section 2.3, we take
the alternative approach of understanding composition multiplicities and we restate
our main question from the introduction (Question 1.1) more explicitly.

Question 3.1. What are the Σn-module composition multiplicities of each Sn-isotypic
subspace (CFn)ν?

We will answer Question 3.1 with Theorem 5.39. Specifically, we will reduce Ques-
tion 3.1 to understanding specific symmetric group representations, whose structure
we analyze up to longstanding open problems.

3.1. Preliminary answer. As a first step towards answering Question 3.1, we de-
compose each Sn-isotypic subspace (CFn)ν into a direct sum of smaller Σn-modules.
Recall that we write α ⊨ n to denote that α is an integer composition of n, and write
α ∼ α′ if the parts of α can be reordered to match those of α′ (for α′ an integer com-
position, partition, or word on the positive integers). We fix an integer partition µ
of n.

Lemma 3.2. The C- linear map

φ : spanC{F ∈ Fn : σ(F ) ∈ µ} −→ CFnEµ

F 7→ FEσ(F )

is an isomorphism of Sn-representations. Hence,

ch (CFnEµ) = #{α ⊨ n : α ∼ µ} · hµ.
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Proof. Since Eµ =
∑

X∈µ EX , there is a vector space decomposition,
CFnEµ =

⊕
X∈µ

CFnEX .

Hence if σ(F ) ∈ µ, then FEσ(F ) ∈ CFnEµ. The map φ is injective because

φ

( ∑
G∈Fn

cG G

)
= 0 =⇒

∑
G∈Fn

cG GEσ(G) = 0 =⇒ cG = 0 for all G ∈ Fn

by Lemma 2.6. To show φ is surjective, it suffices to prove that {FEσ(F ) : σ(F ) = X}
spans CFnEX . Let yEX ∈ CFnEX . By Lemma 2.6, there are constants cG for which
y =

∑
G∈Fn

cG GEσ(G). By orthogonality,

yEX =
∑

G∈Fn

cG GEσ(g)EX =
∑

G∈Fn:
σ(G)=X

cG GEσ(G),

as desired. Therefore, φ is a vector space isomorphism.
The map φ respects the action of Sn since for F ∈ Fn with σ(F ) ∈ µ and w ∈ Sn,

φ(w(F ))= w(F )Eσ(wF ) = w(F )Ewσ(F ) = w(F )w
(
Eσ(F )

)
= w

(
FEσ(F )

)
= w (φ(F )) .

Recall from Example 2.1 that the Sn-orbits of faces in Fn are indexed by integer
compositions α ⊨ n. The face-orbit indexed by the composition α belongs to the
support-orbit labelled by the partition µ if and only if α ∼ µ. The Sn-stabilizer of a
face in the Sn-orbit labelled by α is conjugate to the subgroup Sα. Hence, using that
φ is a Sn-representation isomorphism and basic properties of induced representations
(see, for instance [66, Proposition 4.3.2]),

ch (CFnEµ) = ch

 ⊕
α⊨n:
α∼µ

1
xSn

Sα

 =
∑
α⊨n:
α∼µ

hα = #{α ⊨ n : α ∼ µ} · hµ.

□

We are now in the position to give a preliminary answer to our question. In partic-
ular, the following proposition explains the modules Nν

µ from the informal statement
of the main theorem in the introduction (Theorem 1.2) as Nν

µ = (CFnEµ)ν
. It also

provides the promised “simple combinatorial formulas” for their dimensions over C.
Recall that fν denotes the dimension of χν (or equivalently the number of standard
Young tableaux of shape ν).

Proposition 3.3. As (right) Σn-modules,
(CFn)ν =

⊕
µ⊢n

(CFnEµ)ν .

The C-dimension of each Σn-submodule (CFnEµ)ν is
fν ·#{α ⊨ n | α ∼ µ} ·Kν,µ.

In particular, if ν does not (weakly) dominate µ, then (CFnEµ)ν = 0.

Proof. Since the idempotents {Eµ : µ ⊢ n} ∈ (CFn)Sn are complete and orthogonal,
there is decomposition of Σn- representations,

(CFn)ν =
⊕
µ⊢n

(CFn)ν
Eµ.

By Eq. (3), πν(yEµ) = πν(y)Eµ for all y ∈ CFn. Hence,
(CFnEµ)ν = (CFn)ν

Eµ
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and there is a decomposition of Σn-representations
(CFn)ν =

⊕
µ⊢n

(CFnEµ)ν
.

By Lemma 3.2, the C-dimension of (CFnEµ)ν is dim (χν) · #{α ∼ µ : α ⊨ n} ·
⟨sν , hµ⟩ . Recall from Eq. (7) that ⟨sν , hµ⟩ = Kν,µ, which is 0 unless ν (weakly)
dominates µ. □

Proposition 3.3 reduces Question 3.1 to understanding the composition multiplic-
ities of each Σn-module (CFnEµ)ν for any two partitions µ, ν of n. Thus, we have
refined Question 3.1 as follows.

Question 3.4. For any triple of partitions µ, ν, λ of n, what is the composition mul-
tiplicity

[(CFnEµ)ν : Mλ]?

We can use the finite dimensional algebra tools discussed in Section 2.3 to further
reduce our question.

Proposition 3.5. The composition multiplicity of the simple Σn-module Mλ in
(CFnEµ)ν is

[(CFnEµ)ν : Mλ] = fν · ⟨sν , ch (EλCFnEµ)⟩ .

Proof. By Eq. (5) (adjusted for right modules),
[(CFnEµ)ν : Mλ] = dimC

(
(CFnEµ)νΦ−1(Eλ)

)
= dimC Eλ (CFnEµ)ν

.

By Eq. (3), Eλπν (yEµ) = πν (EλyEµ) for all y ∈ CFn. Hence,
Eλ (CFnEµ)ν = (EλCFnEµ)ν

.

Therefore,
[(CFnEµ)ν : Mλ] = dimC (EλCFnEµ)ν

= dimC (χν) · ⟨χν , EλCFnEµ⟩
= fν · ⟨sν , ch (EλCFnEµ)⟩ .

□

Given Proposition 3.5, our final conversion of Question 3.1 is the question below.

Question 3.6. What is the Frobenius characteristic of EλCFnEµ?

4. Our answer
4.1. Higher Lie characters and Lyndon words. Thrall studied a collection of
Sn-representations in [62] which are (also) indexed by partitions of n and often called
the higher Lie representations. We write Lλ to denote the Frobenius image of the
higher Lie representation Lλ associated to λ. These representations have several inter-
esting interpretations and are closely tied to the free Lie algebra. For our purposes, it
is most revealing to define(6) Ln as the Frobenius image of the Sn-representation car-
ried by the top homology of the order complex of the proper part of the set partition
lattice(7) tensored with the sign representation:

Ln := ch
(
H̃n−3 (Πn)⊗ sgnn

)
.

(6)This is equivalent to the standard definition by work of Stanley [55, Theorem 7.3], Hanlon [29,
Theorem 4], and Klyachko [33]; see also a combinatorial proof by Barcelo in [7].

(7)See Section 5.2.4 for details and our conventions on poset topology.
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More generally, for a partition λ = 1m12m2 . . . kmk , let

(8) Lλ :=
k∏

i=1
hmi [Li].

Positively expanding Lλ into Schur functions is a longstanding open problem known
as Thrall’s problem. The furthest result in this direction is due to Schocker, who
wrote Lλ as a signed sum of Schur functions [51]. One fact we will use several times is
that the higher Lie representations decompose the regular representation of Sn, which
implies

(9)
∑
λ⊢n

Lλ = h1n .

A Lyndon word is a finite nonempty word on alphabet {1, 2, . . .} that is lexi-
cographically strictly smaller than all of its cyclic rearrangements. It is well-known
(see [36, Theorem 5.1.5]) that any word on alphabet {1, 2, . . .} factors uniquely into the
concatenation of weakly (lexicographically) decreasing Lyndon words. For instance,

2431122231121 = (243)(112223)(112)(1).

Finally, we must define some notation in order to state our main theorem. Let
α = (α1, α2, . . . , αk) be an integer composition, partition, or word on {1, 2, . . .}. Let
y = {y1, y2, . . .} be an infinite variable set and m an integer. Define yα, |α|, α ·m,αm

as follows.
• yα := yα1yα2 . . . yαk

.
• |α| := α1 + α2 + . . .+ αk.
• α ·m := (α1 ·m,α2 ·m, . . . , αk ·m)
• αm := (α1, α2, . . . , αk, α1, α2, . . . , αk, . . . , α1, α2, . . . , αk)︸ ︷︷ ︸

mk total parts

4.2. The main theorem. We now have the necessary definitions to state our main
theorem that was paraphrased as part of Theorem 1.2 in the introduction. Note that
we use the convention that there exists an empty partition ().

Theorem 5.39. There is an equality of generating functions∑
n⩾0

∑
λ⊢n
µ⊢n

yλzµ · ch(EλCFnEµ) =
∏

Lyndon
w

∑
partition

ρ

yρ·|w|zw|ρ|Lρ[hw].(10)

Theorem 5.39 explains the structure of CFn as a module over Sn and Σn simulta-
neously, answering Question 3.1. Indeed, Proposition 3.5 and Theorem 5.39 combine
to give

(11) [(CFnEµ)ν : Mλ] = fν ·

〈
sν , [yλzµ]

∏
Lyndon

w

∑
partition

ρ

yρ·|w|zw|ρ|Lρ[hw]
〉
,

where [yλzµ] denotes the coefficient of the monomial yλzµ. Since Thrall’s problem
and understanding plethysm coefficients are longstanding open problems in algebraic
combinatorics, this is as far as we are able to simplify our answer for now.

4.3. Example of main theorem. As an example of Theorem 5.39, we analyze
the case n = 4 in the table below. The box in row ν and column µ is filled with
[(CF4Eµ)ν : Mλ] copies of λ, and the numbers in parentheses indicate multiplicities.
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µ

ν

4 3, 1 2, 2 2, 1, 1 1, 1, 1, 1
1, 1, 1, 1

2, 1, 1 (3) (3) (3) (3)

(3) (3)

2, 2 (2) (2) (2) (2) (2)

(2)

3, 1 (3) (3) (3) (6) (6) (3) (3)

(3) (3) (3)

4

To illustrate how to fill this table, we work out the Σ4- composition factors of
(CF4E211)ν as ν varies over partitions of 4, i.e. the shaded boxes. Although this is
the most technical column of the table, it is also the most rich. We invite the reader
try the other columns using the same process.

Each term in the expansion of the generating function∏
Lyndon

w

∑
partition

ρ

yρ·|w|zw|ρ|Lρ[hw]

is formed by choosing one (potentially empty) partition ρ for each Lyndon word factor
w and multiplying the corresponding terms yρ·|w|zw|ρ|Lρ[hw]. To obtain terms with
z-weight z211 = z2z

2
1 , the only Lyndon word factors w from which one can choose a

nonempty partition are w = 1, w = 2, w = 12, and w = 112. Writing these relevant
factors first, our generating function is:(∑

ρ

yρz|ρ|
1 Lρ[h1]

)
︸ ︷︷ ︸

w=1

(∑
ρ

yρ·2z|ρ|
2 Lρ[h2]

)
︸ ︷︷ ︸

w=2

(∑
ρ

yρ·3z|ρ|
12 Lρ[h12]

)
︸ ︷︷ ︸

w=12

(∑
ρ

yρ·4z|ρ|
112Lρ[h112]

)
︸ ︷︷ ︸

w=112

. . .

Labelling each term by the factors w for which a nonempty ρ was chosen, the coeffi-
cient of z211 in the generating function is

y2L2[h1]︸ ︷︷ ︸
w=1
ρ=2

·y2L1[h2]︸ ︷︷ ︸
w=2
ρ=1

+ y11L11[h1]︸ ︷︷ ︸
w=1
ρ=11

·y2L1[h2]︸ ︷︷ ︸
w=2
ρ=1

+ y1L1[h1]︸ ︷︷ ︸
w=1
ρ=1

·y3L1[h12]︸ ︷︷ ︸
w=12
ρ=1

+ y4L1[h112]︸ ︷︷ ︸
w=112

ρ=1

= y22 (L2[h1]L1[h2]) + y211 (L11[h1]L1[h2]) + y31 (L1[h1]L1[h12]) + y4 (L1[h112]) .

Expanding(8) into Schur functions, we obtain:
y22 (s211 + s31) + y211 (s4 + s22 + s31) + y31 (s4 + 2s31 + s22 + s211)

+ y4 (s4 + 2s31 + s22 + s211) .
(12)

This process reveals how to fill each box of the shaded column. For instance, the
composition multiplicity of M4 in (CF4E211)31 is 6 = 3 · 2 because f (3,1) = 3 and the
coefficient of y4s31 in Eq. (12) is 2, as indicated by the blue coloring above.

(8)One can do this with SageMath, since plethysm and the higher Lie characters (under the name
gessel_reutenauer symmetric functions) are implemented.
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4.4. Recovering results of Garsia–Reutenauer and Uyemura-Reyes. As
further examples, we explain how Theorem 5.39 specializes to recover results of
Garsia–Reutenauer in [25] and Uyemura-Reyes in [45].

4.4.1. The bottom row (ν = n): Garsia–Reutenauer’s Cartan invariants of Σn. In [25,
Theorem 5.4], Garsia and Reutenauer computed the Cartan invariants(9) of the de-
scent algebra. Let type(α) for a composition α be the partition obtained by reordering
|w1|, |w2|, . . . , |wk| where w1w2 . . . wk is the unique factorization of α into weakly de-
creasing (lexicographically) Lyndon words (see Section 4.1).

Theorem 4.1 (Garsia–Reutenauer). The composition multiplicity of the Σn-simple
module Mλ in the projective indecomposable module Pµ is

[Pµ : Mλ] = #{α ∼ µ : type(α) = λ}.

Example 4.2. The compositions rearranging to (2, 1, 1) are (2, 1, 1), (1, 2, 1), and
(1, 1, 2). By taking the Lyndon types of these compositions, as the table below il-
lustrates, we obtain that the composition factors of P211 are one copy each of M211,
M31, and M4. Compare this to the box in row (4) and column (2, 1, 1) of the table in
Section 4.3.

α Lyndon Factorization type(α)
(2, 1, 1) (2)(1)(1) (2, 1, 1)
(1, 2, 1) (1, 2)(1) (3, 1)
(1, 1, 2) (1, 1, 2) (4)

As right descent algebra modules, Pµ = Φ−1(Eµ)Σn
∼= (CFn)n

Eµ = (CFnEµ)n by
Eq. (3). So, by Eq. (11),

[Pµ : Mλ] =
〈
sn, [yλzµ]

∏
Lyndon

w

∑
partition

ρ

yρ·|w|zw|ρ|Lρ[hw]
〉
.

We show Theorem 5.39 recovers Garsia–Reutenauer’s result by computing the com-
position multiplicity [Pµ : Mλ] using the above equation. To do so, we will need
Lemma 4.4. Our proof of Lemma 4.4 uses the following fact (appearing as Lemma 2.25
in [3]) which will also be useful for a proof later on.

Lemma 4.3 ([3, Lemma 2.25]). Let H be a subgroup of G. Let W be an H-
representation and V be an Sn-representation. Then, as Sn[G] representations,

V [W ]
xSn[G]

Sn[H]
∼= V

[
W
xG

H

]
.

Lemma 4.4. Let ν, µ be partitions of j, k respectively. Set n = j · k. Then,

⟨sn, Lν [hµ]⟩ =
{

1 if ν = 1j ,

0 otherwise.

Proof. We first show that
∑

ν⊢j ⟨sn, Lν [hµ]⟩ = 1. By linearity of the Hall inner prod-
uct, Lemma 2.10(2), and Eq. (9),

∑
ν⊢j

⟨sn, Lν [hµ]⟩ =
〈
sn,
∑
ν⊢j

Lν [hµ]
〉

=
〈
sn,

∑
ν⊢j

Lν

 [hµ]
〉

= ⟨sn, h1j [hµ]⟩ .

(9)They actually proved a stronger result by finding a basis for each space Φ−1(Eµ)ΣnΦ−1(Eλ).
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By Lemma 2.10(3) and the fact that h1[f ] = f, we can simplify the above to〈
sn, (h1[hµ])j

〉
=
〈
sn, (hµ)j

〉
=
〈
sn, hµj

〉
.

Eq. (7) then implies that∑
ν⊢j

⟨sn, Lν [hµ]⟩ = ⟨sn, hµj ⟩ = Kn,µj = 1.

Since Lν [hµ] is the Frobenius characteristic of an Sn-representation, namely

Lν

[
1 ↑Sk

Sµ

]xSn

Sj [Sk]
, we know that each Lν [hµ] is a nonnegative integer linear com-

bination of Schur functions. Thus, there is exactly one partition ν ⊢ j for which
⟨sn, Lν [hµ]⟩ is 1, and ⟨sn, Lν [hν ]⟩ must be 0 otherwise. So, to prove the lemma, it
suffices to prove that

〈
sn, L(1j)[hµ]

〉
= 1.

Since L1j = hj [L1] = hj , the inner product ⟨sn, L1j [hµ]⟩ = ⟨sn, hj [hµ]⟩ . By
Lemma 4.3 and transitivity of induction, hj [hµ] is the Frobenius image of

1
[
1 ↑Sk

Sµ

]xSn

Sj [Sk]
∼= 1 [1]

xSj [Sk]
Sj [Sµ]

xSn

Sj [Sk]
∼= 1 [1]

xSn

Sj [Sµ]
∼= 1 ↑Sn

Sj [Sµ],

which is the coset representation on Sn/Sj [Sµ]. As a transitive permutation represen-
tation, it contains the the trivial representation with multiplicity one, completing the
lemma. □

Proposition 4.5. Theorem 5.39 recovers Garsia–Reutenauer’s Cartan invariants
of Σn. Namely,〈

sn, [yλzµ]
∏

Lyndon
w

∑
partition

ρ

yρ·|w|zw|ρ|Lρ[hw]
〉

= #{α ∼ µ : type(α) = λ}.

Proof. Observe that

[yλzµ]
∏

Lyndon
w

∑
partition

ρ

yρ·|w|zw|ρ|Lρ[hw] =
∑
(ρw)

[yλzµ]
(∏

w

yρw·|w|zw|ρw|Lρw [hw]
)
.

where the sum on the right side is over vectors (ρw) of partitions (one partition ρw for
each Lyndon word w) with only finitely many of the partitions nonempty. Extracting
the coefficient of yλzµ from each term, we simplify the above to∑

(ρw)∈S(λ,µ)

∏
w

Lρw [hw],

where S(λ, µ) is the set of partition vectors (ρw) for which
• the concatenation of the partitions ρw · |w| rearranges to λ, and
• the concatenation of the partitions w|ρw| rearranges to µ.

By decomposing each fi into Schur functions and applying the Littlewood–Richardson
rule, one can show that if f1, f2, . . . , fk are homogeneous symmetric functions of degree
m1,m2, . . . ,mk and n =

∑k
i=1 mi, then〈
sn,

k∏
i=1

fi

〉
=

k∏
i=1
⟨smi

, fi⟩ .

Applying this fact, we have
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∑
(ρw)∈S(λ,µ)

〈
sn,
∏
w

Lρw [hw]
〉

=
∑

(ρw)∈S(λ,µ)

∏
w

〈
s(|ρw|·|w|), Lρw [hw]

〉
.

By Lemma 4.4, for a fixed (ρw) ∈ S(λ, µ),∏
w

〈
s(|ρw|·|w|), Lρw [hw]

〉
=
{

1 if ρw = 1|ρw| for each w,

0 otherwise.

Hence,
∑

(ρw)∈S(λ,µ)

∏
w

〈
s(|ρw|·|w|), Lρw [hw]

〉
counts the number of ways to pick a

vector (mult(w))w of nonnegative integers (one integer mult(w) for each Lyndon word
w with only finitely many mult(w) ̸= 0) so that the vector (1mult(w)) ∈ S(λ, µ).

The set of such vectors is in bijection with the set {α ∼ µ : type(α) = λ}. Specifi-
cally, consider some vector (mult(w))w of nonnegative integers satisfying the described
conditions. The composition obtained by concatenating mult(w) copies of each Lyn-
don word w for which mult(w) ̸= 0 (in lexicographically weakly decreasing order)
is necessarily a composition in the set {α ∼ µ : type(α) = λ}. For example, if
mult(112) = 2, mult(14) = 3, and mult(w) = 0 for all other w, then the vector
(1mult(w)) is in S(5342, 432217) and its corresponding composition 141414112112 re-
arranges to 432217 and has Lyndon type 5342. Since Lyndon factorization is unique
and always exists, this map defines a bijection, completing the proof. □

4.4.2. The rightmost column (µ = 1n): Uyemura-Reyes’s shuffling representations. It
is simple to check that the coefficient of z1n in Eq. (10) is∑

λ⊢n

yλLλ[h1] =
∑
λ⊢n

yλLλ.

Hence, Theorem 5.39 reveals that

[(CFnE1n)ν : Mλ] = fν · ⟨sν , Lλ⟩ .(13)

This turns out to recover a result of Uyemura–Reyes which was originally conjec-
tured by R. Stanley. In particular, since Σn is an elementary algebra, the (potentially
non-distinct) eigenvalues of an element x ∈ Σn acting on the right of the Sn-isotypic
subspace (CSn)ν are indexed by partitions λ ⊢ n. The eigenvalue associated to λ
is χMλ

(x), where χMλ
is the character associated to the simple Σn-representation

Mλ and has multiplicity [(CSn)ν : Mλ]; see [2, Theorem D.38]. In [45, Theorem 4.1],
Uyemura–Reyes studied the Sn−representation-structure of the eigenspace associated
to λ for an element x ∈ Σn acting semisimply on CSn. His work gives that the Frobe-
nius image of the λ-eigenspace is Lλ. Hence,

[(CSn)ν : Mλ] = fν · ⟨sν , Lλ⟩ .(14)

Eq. (13) and Eq. (14) are actually equivalent. Specifically, it turns out out that
CFnE1n is equal to the C-span of the chambers (top-dimensional faces) of Bn. (This
follows from the fact that E1n can be written as the sum

∑
X∈1n EX and each EX is

a sum of chambers by Lemma 2.5(ii).) The symmetric group acts simply transitively
on the chambers which provides an Sn-isomorphism between the chamber space and
the group algebra. Under this Sn-isomorphism, acting by x on the right of CSn is
equivalent to acting on the left of the chamber space by Φ−1(x) (see, for instance, [20,
Theorem 8]).

In [43, Theorem 4.2], Reiner–Saliola–Welker generalize the result of Uyemura–
Reyes to all Coxeter groups in terms of the (twisted) cohomology of lower intervals
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in the lattice of intersections. Their result recovers the case µ = 1n in Corollary 5.9
and more generally [K] = [∅] in Proposition 6.2.

4.5. More explicit answer for the sign isotypic subspace. Although Theo-
rem 5.39 is as complete of an answer as we can provide for most isotypic subspaces,
we are able to provide a more explicit answer for the sign isotypic subspace.

Proposition 4.6. As Σn-modules, the sign isotypic subspace (CFn)1n

of the face al-
gebra is isomorphic to Mλ where λ =

(
2 n

2
)

if n is even and λ =
(

2 n−1
2 , 1

)
if n is

odd.

Proof. By Proposition 3.3 the dimension of (CFnEµ)1n

is #{α ⊨ n : α ∼ µ} ·K1n,µ,

which is one if µ = 1n and 0 otherwise. Thus, (CFn)1n

= (CFnE1n)1n

and is one
dimensional. To determine the Σn-isomorphism type of (CFn)1n

= (CFnE1n)1n

, it
suffices to find the unique λ ⊢ n for which

[
(CFnE1n)1n

: Mλ

]
is nonzero. By Eq. (13),[

(CFnE1n)1n

: Mλ

]
= ⟨s1n , Lλ⟩ .

A special case of a beautiful result of Gessel–Reutenauer (see [26, Theorem 2.1])
explains that ⟨Lλ, s1n⟩ counts permutations in Sn with cycle type λ and descent set
{1, 2, . . . , n− 1}. Hence, the scalar product is zero except for when λ is the cycle type
of the longest word of Sn, which is well known to be

(
2 n

2
)

for n even and
(

2 n−1
2 , 1

)
for n odd. □

5. Proof of the main theorem
5.1. Outline of proof. The proof of Theorem 5.39 is quite long. There are also
portions which may be of interest in their own right, involving the homology of in-
tervals in the set partition lattice and the interpretation of Ln in terms of necklaces.
In this section, we outline the main ideas in an attempt to (1) make our involved
proof more digestible and (2) guide the curious reader towards these ingredients of
potential interest. All gaps in this proof outline will be filled in Sections 5.2, 5.3, 5.4,
and 5.5.

Step 1. Reduction to homology of intervals in the set partition lattice. Let
StabSn(X) denote the Sn-stabilizer subgroup of the set partition X. We shall prove
the following proposition.

Proposition 5.2. If µ does not refine λ, then EλCFnEµ = 0. Otherwise, as Sn-
representations,

EλCFnEµ
∼=

⊕
[X⩽Y ]

EY CFnEX

xSn

StabSn (X)∩StabSn (Y )
,

where the direct sum is over Sn-orbits of pairs X ⩽ Y in Πn with X ∈ µ, Y ∈ λ.

Proposition 5.2 reduces our proof to understanding the StabSn
(X) ∩ StabSn

(Y )-
representations EY CFnEX . A twisting character appears when studying these repre-
sentations. The set partition lattice Πn is (Sn-equivariantly) isomorphic to the lattice
of intersections of the hyperplanes of Bn. Define det(Y ) be the ±1-valued StabSn(Y )-
character sending w ∈ StabSn

(Y ) to its determinant when restricted to the subspace
associated to Y. For more details about this determinant character, see Section 5.2.2.

Saliola explicitly proves the non-equivariant version of the following lemma in [49,
§10.2], and the determinant twists making it equivariant appear implicitly in his work
in [48, Theorem 6.2]. Aguiar and Mahajan also state it in a more general context in [2,
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Proposition 14.44]. We will include a proof for completeness. Let the length ℓ(X) of
a set partition mean the number of blocks.

Lemma 5.8. Assume X,Y ∈ Πn with X refining Y and ℓ(X) − ℓ(Y ) = k. Then, as
representations of the subgroup StabSn(X) ∩ StabSn(Y ),

EY CFnEX
∼= H̃k−2 (X,Y )⊗ det(Y )⊗ det(X),

where H̃k−2 (X,Y ) is the reduced cohomology of the order complex of the open interval
(X,Y ) in Πn.

Note that we shall explain our poset topology conventions in Section 5.2.4. Combin-
ing Proposition 5.2, Lemma 5.8, and properties of dual representations, we prove the
following reformulation. Analogously to the length of a set partition, let the length
ℓ(µ) of an integer partition µ be the number of its parts.

Corollary 5.9. If µ does not refine λ, then EλCFnEµ = 0. Otherwise, let ℓ(µ) −
ℓ(λ) = k. Then, as Sn-representations,

EλCFnEµ
∼=

⊕
[X⩽Y ]

(
H̃k−2 (X,Y )⊗ det(Y )⊗ det(X)

)xSn

StabSn (X)∩StabSn (Y )

where the direct sum is over Sn-orbits of pairs X ⩽ Y in Πn with X ∈ µ, Y ∈ λ and
H̃k−2 means the reduced homology.

The proofs of Proposition 5.2, Lemma 5.8, and Corollary 5.9 appear in Section 5.2.

Step 2: Understand upper intervals. The next key step in proving Theorem 5.39
is understanding ch (EλCFnEµ) in the special case λ = n. We do so by proving the
following proposition.

Proposition 5.1.∑
µ̸=∅

zµ · ch
(
E|µ|CF|µ|Eµ

)
=

∑
Lyndon

w

∑
m⩾1

zwm · Lm[hw].

Indeed, if {Xµ : µ ⊢ n} are set partitions where Xµ has block sizes µ, then by
Corollary 5.9, the left side of Proposition 5.1 can be rewritten as∑

µ̸=∅
zµ · ch

(
H̃ℓ(µ)−1

(
Xµ, 1̂

)
⊗ det (Xµ)

xS|µ|

StabS|µ| (Xµ)

)
.(15)

Sundaram studied the homology of the partition lattice in great depth in [59]. In [59,
proof of Thm 1.4], she studies the StabS|µ| (Xµ)-representations H̃ℓ(µ)−1

(
Xµ, 1̂

)
. By

adjusting her work with the appropriate determinant twists, we can prove the next
lemma. (Note that plethysm of formal power series is explained in Section 5.3.2.)

Lemma 5.18. ∑
µ̸=∅

zµ · ch
(
E|µ|CF|µ|Eµ

)
=
∑
r⩾1

Lr[z1h1 + z2h2 + . . .].

The symmetric functions Lr can be written as a a generating function counting
combinatorial objects called primitive necklaces. Using this interpretation, we con-
struct a technical necklace bijection to prove the following lemma.

Lemma 5.25. ∑
r⩾1

Lr[z1h1 + z2h2 + . . .] =
∑

Lyndon
w

∑
m⩾1

zwmLm[hw].
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To complete the proof of Proposition 5.1 it suffices to provide proofs of Lemma 5.18
and Lemma 5.25, which we do in Section 5.3.

Step 3: Use upper intervals to understand general intervals: By identifying
the intersections of the subgroups StabSn

(X) ∩ StabSn
(Y ) (Lemma 5.32), we recast

their action on intervals of the partition lattice as the action of (wreath) products of
smaller subgroups on products of smaller partition lattices (with appropriate deter-
minant twists). Using Sundaram’s work in [58], we can express the twisted homology
representations H̃k−2(X,Y ) ⊗ det(X) ⊗ det(Y ) in terms of the upper intervals from
Step 2 (Lemma 5.35). All of these arguments appear in Section 5.4.

Step 4: Proof of main theorem: We use Step 3 to obtain the Frobenius charac-
teristic of EλCFnEµ in Proposition 5.37. With this result, we complete the proof of
our main theorem (Theorem 5.39) using a generating function argument. These two
arguments appear in Section 5.5.

5.2. Reduction to homology of intervals in the lattice of set partitions.
In this subsection we fill in the gaps to Step 1 of the proof outline in Section 5.1. We
prove Proposition 5.2 in Section 5.2.1. We then give background on the determinant
character in Section 5.2.2, on a special map defined by Saliola in Section 5.2.3, and
on poset topology in Section 5.2.4, so that we can prove Lemma 5.8 and Corollary 5.9
in Section 5.2.5.

5.2.1. Proof of Proposition 5.2.

Proposition 5.2. If µ does not refine λ, then EλCFnEµ = 0. Otherwise, as Sn-
representations,

EλCFnEµ
∼=

⊕
[X⩽Y ]

EY CFnEX

xSn

StabSn (X)∩StabSn (Y )

where the direct sum is over Sn-orbits of pairs X ⩽ Y in Πn with X ∈ µ, Y ∈ λ.

Proof. Since Eλ =
∑

Y ∈λ EY , Eµ =
∑

X∈µ EX , and the idempotents {EX : X ∈ Πn}
are orthogonal, there is a vector space decomposition

EλCFnEµ =
⊕

Y ∈λ,
X∈µ

EY CFnEX .

By Lemma 2.5(iii), the spaces EY CFnEX are zero unless X ⩽ Y. Hence,

EλCFnEµ =
⊕

X⩽Y

EY CFnEX ,

where the direct sum is over pairs X ⩽ Y in Πn with X ∈ µ, Y ∈ λ. Observe that
w (EY CFnEX) = Ew(Y )CFnEw(X) for w ∈ Sn, so the direct summands above are per-
muted by Sn. The Sn-stabilizer of the summand EY CFnEX is StabSn

(X)∩StabSn
(Y ).

The proposition then follows from standard theory of induced representations (see,
for instance, [66, Proposition 4.3.2]). □

5.2.2. The determinant character. Each set partition X = {X1, X2, . . . , Xk} of [n]
into k parts is associated to a k-dimensional subspace of Rn. In particular, letting
e1, e2, . . . , en be the standard basis vectors for Rn,X is associated to the space spanned
by the vectors v1, v2, . . . , vk, where

vi :=
∑

j∈Xi

ej .
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An orientation of a subspace V of Rn is some choice of an ordered basis V for V.
Given this choice, an ordered basis V ′ of V is said to be positive if the change of
basis matrix between V and V ′ has positive determinant and negative otherwise.

A permutation w ∈ Sn maps an ordered basis of the subspace associated to set
partition X to an ordered basis of the subspace associated to wX. If one fixes an
orientation on each subspace of Rn associated to a set partition of Πn, define σX(w)
to be +1 if w maps a positively oriented basis of the space associated to X to a
positively oriented basis of the space associated to wX and −1 otherwise.

Crucially, note that when w ∈ StabSn
(X), then σX(w) does not depend on the

choice of orientation. In this situation, σX(w) = det(X)(w). (Recall that the deter-
minant character det(X) is the ±1-valued StabSn(X) character sending w to the
determinant of its action on the subspace associated to X). We provide an example
of det(X) below.

Example 5.3. Let X = {15, 26, 37, 48}. One choice of orientation for the subspace
of R8 associated to X is (v1, v2, v3, v4) with vi = ei + ei+4. Using cycle notation, the
permutation w = (1, 5)(3, 8)(4, 7)(2, 6) lives in StabSn

(X) and (expressed with respect

to the chosen orientation) has matrix
[

1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

]
. Since this matrix has determinant

−1, det(X)(w) = −1, even though sgn(w) = det
(
R8) (w) = +1.

5.2.3. Saliola’s map. We assume some basic familiarity with quivers and path algebras
in this subsection; see [48, §3] for more details.

In [48, 49], Saliola proved the remarkable fact that the quiver Qn of the face
algebra CFn is the (directed) Hasse diagram of the set partition lattice Πn. Namely,
the vertices εX of Qn are indexed by set partitions X in Πn and there is an arrow
εX → εY if and only if Y covers X in Πn. The path algebra CQn has all paths in
Qn as a C-basis; such paths correspond to unrefinable chains of Πn. Given choices of
orientations on each subspace associated to a set partition, Saliola defines an action
of Sn on CQn. In particular, for w ∈ Sn

w (εX1 → εX2 → . . .→ εXk
) := σX1(w)σXk

(w)
(
εw(X1) → εw(X2) → . . .→ εw(Xk)

)
.

(16)

By the definition of multiplication in the path algebra, the C-vector space εY CQnεX

has as a C−basis all paths εX → . . . → εY in Qn, which correspond with unrefin-
able chains from X to Y in Πn. Hence, for X ⩽ Y in Πn, the space εY CQnεX is
closed under the action of StabSn

(X)∩StabSn
(Y ). Importantly, since σX(w)σY (w) =

det(X)(w) det(Y )(w) for w ∈ StabSn(X) ∩ StabSn(Y ), the action of StabSn(X) ∩
StabSn(Y ) on εY CQnεX is independent of the choices of orientation.

In [48, Theorem 6.2], Saliola defines an explicit, surjective algebra homomorphism

φ : CQn ↠ CFn.

We will not need φ’s precise definition for our purposes, but we will use two of
its properties, listed below (see [48, Theorem 6.2]). Recall from Section 2.4.3 that
{ÊX : X ∈ Πn} are Saliola’s explicit idempotents(10) for CFn.

(i) φ (εX) = ÊX .
(ii) φ is Sn-equivariant with respect to the action in Eq. (16).

(10)Saliola’s map can be adjusted to work for the general {EX} fixed at the end of Section 2.4.3.
However, to avoid having to explain his proof, we circumvent this issue by sticking with his idempo-
tents and connecting them back to the fixed system {EX} in Lemma 5.7
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Since ker φ|εY CQnεX
= εY (ker φ) εX , there is an isomorphism of StabSn

(X) ∩
StabSn

(Y )- representations:

εY CQnεX /εY (ker φ) εX −→ ÊY CFnÊX(17)
p+ εY (kerφ) εX 7→ φ(p).

In [48, Theorem 6.2], Saliola proves the kernel of φ is the two-sided ideal of CQn

generated by the sum of all the paths of length two – we shall call this special sum s.
Write ⋖ to denote the covering relation in Πn.

Lemma 5.4. εY (ker φ) εX is the C-span of the elements

xC :=
∑

Xi⋖Z⋖Xi+1

εX → εX1 → . . .→ εXi → εZ → εXi+1 → . . .→ εXk
→ εY

as one varies over chains C of the form

C = (X ⋖X1 ⋖ . . .⋖Xi<Xi+1 ⋖ . . .⋖Xk ⋖ Y )

in Πn where ℓ(Xi+1)− ℓ(Xi) = 2.

Proof. Observe that∑
Xi⋖Z⋖Xi+1

εX → εX1 → . . .→ εXi
→ εZ → εXi+1 → . . .→ εXk

→ εY

=
(
εXi+1 → . . .→ εXk

→ εY

)
· s · (εX → εX1 → . . .→ εXi

) .

Hence, each xC is in εY (ker φ) εX . Any element of εY (ker φ) εX can be written as(∑
y

cy y

)
· s ·

(∑
x

cx x

)
=
∑
x,y

cxcy (y · s · p),

where the sums are over paths x beginning at εX and paths y ending at Y. The
element (y · s ·p) is zero if the end of path x and the start of path y are not connected
by a path of length two and otherwise is one of the xC , completing the proof. □

If X = Y, the restriction of ker φ to εY CQεX is empty, so as StabSn
(X)-

representations, ÊXCFnÊX
∼= εXCQεX

∼= spanC{εX}, the trivial representation.

5.2.4. Poset homology and cohomology. We give a (very brief) recollection of poset
homology and cohomology here. For more details, see [65] as an excellent source.
We will be particularly interested in the topology of open intervals within posets.
Throughout, assume that X ⩽ Y in some ambient poset P. We shall define a chain
complex

. . .
∂3−→ C2(X, Y ) ∂2−→ C1(X, Y ) ∂1−→ C0(X, Y ) ∂0−→ C−1(X, Y )

∂−1−−→ C−2(X, Y )
∂−2−−→ . . . ,

where precise definition of the C-vector spaces Ci(X,Y ) and boundary maps ∂i de-
pends on whether we are in the more unusual situation where X = Y or the standard
situation where X < Y.

Case 1: X = Y . When X = Y , we set C−2(X,X) = C and Ci(X,X) = 0 for
all other i. The map ∂−2 is defined to be the zero map ∂−2 : C−2(X,Y ) = C →
C−3(X,Y ) = 0.

Case 2: X < Y . An i-chain in (X,Y ) is a sequence of elements (X1 < X2 < . . . <
Xi+1), with each Xj in the open interval (X,Y ). We define the spaces Ci(X,Y ) to
be the C-span of i-chains. Note that we allow −1-chains so that C−1(X,Y ) = C, the
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one-dimensional C-vector space spanned by the empty chain (). The boundary map
∂i : Ci(X,Y ) −→ Ci−1(X,Y ) is the C-linear map sending

(X1 < X2 < . . . < Xi+1) 7→
i+1∑
j=1

(−1)j(X1 < X2 < . . . < Xj−1 < Xj+1 < . . . < Xi+1).

In both cases, (when X ⩽ Y ), the i-th reduced homology group of (X,Y ),
written H̃i(X,Y ), is defined as

H̃i(X,Y ) := ker(∂i)/im(∂i+1).

We now define the dual notion of poset cohomology. Using the spaces Ci(X,Y )
given above, we define a (co-)chain complex

. . .
∂∗

2←−− C2(X, Y )
∂∗

1←−− C1(X, Y )
∂∗

0←−− C0(X, Y )
∂∗

−1←−− C−1(X, Y )
∂∗

−2←−− C−2(X, Y )
∂∗

−3←−− . . . ,

where the definition of the boundary map ∂∗
i requires us to once again split into cases.

Case 1: X = Y . If X = Y, the map ∂∗
−2 is the zero map from C = C−2(X,Y ) →

C−1(X,Y ) = 0.
Case 2: X < Y . For X < Y, the coboundary map ∂∗

i : Ci(X,Y ) −→ Ci+1(X,Y )
is the C-linear map sending

(X1 < X2 < . . . < Xi+1) 7−→
i+2∑
j=1

∑
Xj−1<X′<Xj

(−1)j(X1 < . . . < Xj−1 < X ′ < Xj < . . . < Xi+1).

In either case, we define the i-th reduced cohomology group of (X,Y ), written
H̃i(X,Y ) to be

H̃i(X,Y ) := ker(∂∗
i )/im(∂∗

i−1).
Note that our homology and cohomology definitions agree with the ordinary re-

duced homology or cohomology of the order complex of the open interval (X,Y ) in P.
If a poset P has an absolute minimum element 0̂ and an absolute maximum element 1̂,
we use the convention of writing H̃i(P ) and H̃i(P ) to denote H̃i(0̂, 1̂) and H̃i(0̂, 1̂),
respectively.

Remark 5.5. Assume P is a graded poset and X < Y in P. Set r − 2 as the length
of the maximal chains of (X,Y ). Then, there is precisely one position in which any
(r− 3)-chain in Cr−3(X,Y ) can be refined. Thus, ∂∗

r−3 sends any (r− 3)-chain X1 ⋖
X2 ⋖ . . .⋖Xi<Xi+1 ⋖ . . .⋖Xr−2 in (X,Y ) to

(−1)i
∑

Xi⋖X′⋖Xi+1

X1 ⋖ . . .⋖Xi ⋖X ′ ⋖Xi+1 ⋖ . . .⋖Xr−2.

Hence, the C-vector space im
(
∂∗

r−3
)

is the C-span of elements of the above form as
one varies over all (r − 3)-chains of (X,Y ).

Remark 5.6. Let P be a finite poset. If a finite group G acts on the elements
of P by poset automorphisms, then StabG(X) ∩ StabG(Y ) acts on each chain group
Ci(X,Y ) for any X ⩽ Y in P. If X < Y, we assume here that StabG(X) ∩ StabG(Y )
acts trivially on the empty chain spanning C−1(X,Y ). Similarly, if X = Y, we as-
sume that StabG(X) acts trivially on C−2(X,X) = C. It can be checked that G
commutes with the maps ∂i and ∂∗

i . Therefore, H̃i (X,Y ) and H̃i (X,Y ) are both
StabG(X) ∩ StabG(Y )-representations. As Wachs explains in [65, p31], they are dual
representations (as we are working over a field, namely C).
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5.2.5. Proofs of Lemma 5.8 and Corollary 5.9. To prove Lemma 5.8, we first need a
lemma translating between the representations given by our fixed cfpoi of CFn and
Saliola’s.

Lemma 5.7. As StabSn
(X) ∩ StabSn

(Y )-representations,

ÊY CFnÊX
∼= EY CFnEX .

Proof. Recall from Lemma 2.7 that there exists an invertible element u ∈ (CFn)Sn for
which uÊXu

−1 = EX and uÊY u
−1 = EY . The Sn-equivariant conjugation automor-

phism on CFn mapping m 7→ umu−1 restricts to a StabSn
(X)∩StabSn

(Y )-equivariant
isomorphism ÊY CFnÊX → EY CFnEX . □

We are now ready to prove Lemma 5.8.

Lemma 5.8. Let X ⩽ Y ∈ Πn with ℓ(X)−ℓ(Y ) = k. As representations of StabSn
(X)∩

StabSn
(Y ),

EY CFnEX
∼= H̃k−2 (X,Y )⊗ det(Y )⊗ det(X).

Proof. By Lemma 5.7, it suffices to prove that

ÊY CFnÊX
∼= H̃k−2 (X,Y )⊗ det(Y )⊗ det(X).

First, assume that X = Y so that k = 0. As discussed at the end of Section 5.2.3,
ÊXCFnÊX carries the structure of the trivial representation of StabSn

(X). On the
other hand, H̃−2(X,X) carries the trivial representation of StabSn

(X), as discussed
in Remark 5.6. Since det(X)⊗det(X) is also the trivial representation, H̃−2 (X,X)⊗
det(X)⊗det(X) carries the trivial representation too, proving the lemma in this case.

Now assume that X < Y, so that k > 0. The maximal chains of (X,Y ) are of length
k − 2 and in particular, Ck−1(X,Y ) = 0. So, ker

(
∂∗

k−2
)

= Ck−2(X,Y ) is spanned by
the unrefinable chains of the open interval (X,Y ). Hence, the map Ψ sending the
chain X1 ⋖X2 ⋖ . . .⋖Xk−1 in Ck−2(X,Y ) to the element εX → εX1 → εX2 → . . .→
εXk−1 → εY ∈ CQn is a vector space isomorphism from ker

(
∂∗

k−2
)

to εY CQnεX . By
Remark 5.5 and Lemma 5.4, Ψ restricts to a vector space isomorphism from im

(
∂∗

k−3
)

to εY (ker φ) εX .
By definition of the Sn-action on CQn (Eq. (16)), Ψ is StabSn

(X) ∩ StabSn
(Y )-

equivariant with respect to a twist by det(X) ⊗ det(Y ). Hence, as StabSn
(X) ∩

StabSn
(Y )-representations,

(εY CQnεX)/ (εY (ker φ) εX)
∼=
(
ker
(
∂∗

k−2
)
⊗ det(X)⊗ det(Y )

)
/
(
im
(
∂∗

k−3
)
⊗ det(X)⊗ det(Y )

)
∼=
(
ker
(
∂∗

k−2
)
/im

(
∂∗

k−3
))
⊗ det(X)⊗ det(Y )

∼= H̃k−2 (X,Y )⊗ det(X)⊗ det(Y ).

The lemma then follows from Eq. (17). □

Corollary 5.9. Let ℓ(µ) − ℓ(λ) = k. If µ does not refine λ, then EλCFnEµ = 0.
Otherwise, as Sn-representations,

EλCFnEµ
∼=

⊕
[X⩽Y ]

(
H̃k−2 (X,Y )⊗ det(Y )⊗ det(X)

)xSn

StabSn (X)∩StabSn (Y )
,

where the direct sum is over Sn-orbits of pairs X ⩽ Y in Πn with X ∈ µ, Y ∈ λ.
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Proof. By Proposition 5.2 and Lemma 5.8, as Sn-representations,

EλCFnEµ
∼=

⊕
[X⩽Y ]

(EY CFnEX)
xSn

StabSn (X)∩StabSn (Y )

∼=
⊕

[X⩽Y ]
H̃k−2 (X,Y )⊗ det(Y )⊗ det(X)

xSn

StabSn (X)∩StabSn (Y )
.

(18)

Now, letG be a finite group and let V andW be representations ofG over C.Write ∗
to denote the dual of a representation. Since the vector space isomorphism V ∗⊗W ∗ →
(V ⊗W )∗ sending f ⊗ g to the functional (v ⊗ w 7→ f(v)g(w)) is G-equivariant,
(V ⊗W )∗ ∼= V ∗⊗W ∗ as G-representations. Observe that the representation det(Y )⊗
det(X) of StabSn

(X)∩StabSn
(Y ) is self-dual, since it takes values in {+1,−1}. Hence,

as StabSn(X) ∩ StabSn(Y )-representations,(
H̃k−2 (X,Y )⊗ det(Y )⊗ det(X)

)∗ ∼=
(
H̃k−2 (X,Y )

)∗ ⊗ (det(Y )⊗ det(X))∗

∼= H̃k−2 (X,Y )⊗ det(Y )⊗ det(X).

Note also that taking duals commutes with induction (see, for instance Exercise 4.6
of [66].) Thus, continuing Eq. (18),

EλCFnEµ
∼=

⊕
[X⩽Y ]

(
H̃k−2 (X,Y )⊗ det(Y )⊗ det(X)

)∗
xSn

StabSn (X)∩StabSn (Y )

∼=
⊕

[X⩽Y ]

(
H̃k−2 (X,Y )⊗ det(Y )⊗ det(X)

xSn

StabSn (X)∩StabSn (Y )

)∗

∼=
⊕

[X⩽Y ]
H̃k−2 (X,Y )⊗ det(Y )⊗ det(X)

xSn

StabSn (X)∩StabSn (Y )
,

where the last line follows from the fact that all Sn-representations are self-dual (as
they are in fact defined over the rational numbers). □

5.3. Upper intervals. In this section, we fill in the gaps to Step 2 of the proof
outline in Section 5.1. In particular, we complete the proof of our “base case” (Propo-
sition 5.1) by proving Lemma 5.18 in Section 5.3.3 and Lemma 5.25 in Section 5.3.5.
To do so, we must pin down certain stabilizer representation in Section 5.3.1 and
give background on plethysm of formal power series in Section 5.3.2 and necklaces in
Section 5.3.4.

5.3.1. Stabilizer representations. We study the two representations involved in
Eq. (15): the homology of upper intervals in the partition lattice and the determinant
representation. The former has been studied by Sundaram in [59]. To explain her
result, we first must define some notation.

Let λ = 1m12m2 . . . ⊢ n be a partition. Given our view of Smi [Si] as a subgroup of
Smii (see Example 2.9), we consider the product of wreath products

∏
i Smi

[Si] as a
subgroup of Sm1+2m2+3m3+... in the expected manner – see the example below and
its accompanying Fig. 2.

Example 5.10. Let λ = (43, 22, 1). We consider S1×S2[S2]×S3[S4] as a subgroup of
S17 generated by the following permutations:

• i = 1,mi = 1 (left of three blocks in Fig. 2): None, just the identity.
• i = 2,mi = 2 (middle block in Fig. 2): The two transpositions represented

by the arrows within rows (2, 3), (4, 5) as well as the permutation swapping
entire rows q = (2, 4)(3, 5), indicated by the vertical arrow labelled q.
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1
2 3

4 5
q

6 7 8 9

10 11 12 13

14 15 16 17

r1

r2

Figure 2. S1 × S2[S2]× S3[S4] as a subgroup of S17

• i = 4,mi = 3 (right block in Fig. 2): The nine transpositions represented by
the arrows within rows (6, 7), (7, 8), (8, 9), (10, 11), (11, 12), (12, 13), (14, 15),
(15, 16), (16, 17), as well as the two permutations swapping entire rows, rep-
resented by the vertical arrows labelled r1 = (6, 10)(7, 11)(8, 12)(9, 13) and
r2 = (10, 14)(11, 15)(12, 16)(13, 17).

Given a partition λ = 1m12m2 . . . ⊢ n, define an associated set partition Xλ of [n]
with {1}, {2}, . . . , {m1} as its blocks of size one, {m1 + 1,m1 + 2}, {m1 + 3,m1 + 4},
. . ., {m1 + 2m2 − 1,m1 + 2m2} as its blocks of size two, and so on. For example,

X(43,22,1) = {{1}, {2, 3}, {4, 5}, {6, 7, 8, 9}, {10, 11, 12, 13}, {14, 15, 16, 17}}.
Note that StabSn

(Xλ) =
∏

i Smi
[Si]. It is clear that the subgroup

∏
i Smi

[Si] fixes
the set partition Xλ, and it is routine to check that this is the entire stabilizer sub-
group.

LetW1,W2,W3, . . . be representations of S1, S2, S3 . . . and let V be a representation
of Sr. Assume m1 +m2 + . . . = r and that the restriction V

ySr∏
i

Smi

decomposes into∏
i Smi

-irreducibles as ⊕
(λ1,λ2,...)

(
χλ1
⊗ χλ2

⊗ . . .
)⊕c(λ1,λ2,...)

.

Following the notation of Sundaram in [59], define V
ySr∏

i
Smi

[W1⊗W2⊗ . . .] to be

the following representation of
∏

i Smi
[Si] :⊕

(λ1,λ2,...)

(
χλ1

[W1]⊗ χλ2
[W2]⊗ . . .

)⊕c(λ1,λ2,··· )
.

We are now able to state Sundaram’s result on the homology of upper intervals
in Πn.
Proposition 5.11 (Sundaram [59, Proof of Thm. 1.4]). Let µ = 1m12m2 . . . ⊢ n be a
partition(11) with ℓ(µ) = r. Recall that 1̂ denotes the maximal element X(n) of Πn. As
representations of StabSn

(Xµ),

H̃r−3
(
Xµ, 1̂

) ∼= H̃r−3 (Πr)
ySr∏

i
Smi

[1S1 ⊗ 1S2 ⊗ . . .].

The determinant representation of Xµ has a simple formulation.
Lemma 5.12. Let µ = 1m12m2 . . . ⊢ n be a partition with ℓ(µ) = r. As representations
of StabSn

(Xµ),
det(Xµ) ∼=

⊗
i⩾1

sgnSmi
[1Si

].

(11)Technically, Sundaram assumes µ ̸= (n) in her proof, but given our convention that
H̃−2(X, X) carries the trivial representation, the proposition holds for µ = (n) too.
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Proof. Let e1, e2, . . . , en be standard basis vectors for Rn. For each block (Xµ)i of Xµ,
define vi be the sum

vi :=
∑

j∈(Xµ)i

ej .

One orientation for the subspace of Rn associated to Xµ is the ordered basis
v1, v2, . . . , vr. Since both det(Xµ) and

⊗
i⩾1 sgnSmi

[1Si ] are one-dimensional char-
acters, it suffices to check that they agree on a generating set for StabSn(Xµ). The
subgroup StabSn(Xµ) =

∏
i Smi

[Si] is generated by (i) outer transpositions of the
form (1, 1, . . . , 1; si) in one of the copies of Smj

[Sj ] and (ii) inner transpositions of
the form (1, . . . , 1, sj , 1, . . . , 1; 1) in one of the copies Smj

[Sj ]. An outer transposition
swaps two basis vectors vi, vi+1, negating the orientation. An inner transposition
fixes each vj , maintaining the orientation. The characters of the generators on⊗

i⩾1 sgnSmi
[1Si ] agree. □

The following lemma will be useful in studying the representation H̃r−3
(
Xµ, 1̂

)
⊗

det(Xµ).

Lemma 5.13. Let V1, V2 be representations of Sn and W1,W2 be representations of a
finite group G. Then, as Sn[G] representations,

V1[W1]⊗ V2[W2] ∼= (V1 ⊗ V2)[W1 ⊗W2].

Proof. It is straightforward to check that the vector space isomorphism

((⊗nW1)⊗ V1)⊗ ((⊗nW2)⊗ V2) −→ (⊗n(W1 ⊗W2))⊗ (V1 ⊗ V2)
((⊗iw

1
i )⊗ v1)⊗ ((⊗iw

2
i )⊗ v2) 7→ (⊗i(w1

i ⊗ w2
i ))⊗ (v1 ⊗ v2).

commutes with the action of Sn[G]. □

Corollary 5.14. Let µ = 1m12m2 . . . ⊢ n be a partition with ℓ(µ) = r. As
StabSn

(Xµ)-representations,

H̃r−3
(
Xµ, 1̂

)
⊗ det(Xµ) ∼= Lr

ySr∏
i

Smi

[1S1 ⊗ 1S2 ⊗ . . .].

Proof. Using Proposition 5.11 and Lemma 5.12 to rewrite H̃r−3
(
Xµ, 1̂

)
and det(Xµ),

we have that as StabSn
(Xµ)-representations,

H̃r−3
(
Xµ, 1̂

)
⊗ det(Xµ) ∼=

(
H̃r−3(Πr)

ySr∏
i

Smi

[1S1 ⊗ 1S2 ⊗ . . .]

)
⊗
(⊗

i

sgnSmi
[1Si ]

)
.

By expanding H̃r−3(Πr)
ySr∏

i
Smi

[1S1 ⊗ 1S2 ⊗ . . .], applying Lemma 5.13, then re-

condensing, the above is equivalent to(
H̃r−3(Πr)

ySr∏
i

Smi

⊗
⊗

i

sgnSmi

)
[1S1 ⊗ 1S2 ⊗ . . .].

However, note that as
∏

i Smi
-representations,

⊗
i sgnSmi

∼= sgnSr

ySr∏
i

Smi

. Hence,
we can rewrite the above as
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(
H̃r−3(Πr)

ySr∏
i

Smi

⊗ sgnSr

ySr∏
i

Smi

)
[1S1 ⊗ 1S2 ⊗ . . .]

∼=
(
H̃r−3(Πr)⊗ sgnSr

)ySr∏
i

Smi

[1S1 ⊗ 1S2 ⊗ . . .]

∼= Lr

ySr∏
i

Smi

[1S1 ⊗ 1S2 ⊗ . . .].

□

5.3.2. Plethysm of formal power series. Proving Lemma 5.18 and Lemma 5.25 in-
volves plethysm of formal power series, which we explain below using the con-
ventions of Wachs in [65, §2.4].

Let g be a formal power series in the variables x1, x2, . . . , z1, z2, . . . which has
nonnegative integer coefficients. Form some sequence M(g) of the monomials of g,
where the number of times each monomial appears in the sequenceM(g) is precisely
its coefficient in g. For a symmetric function f in x1, x2, . . . the plethysm f [g] is
defined by replacing x1 in f with the first monomial of M(g), x2 with the second
monomial of M(g), and so on. Note that the plethysm f [g] is well-defined because
the order ofM(g) does not matter as f is symmetric. We assume that all symmetric
functions are written in the variables x1, x2, . . . . If g has no zi’s and is also symmetric
in the x’s, the definition of plethysm of formal power series agrees with the ordinary
definition of plethysm of f [g].

The following two examples play key roles in the proof of Lemma 5.25.

Example 5.15. Let
g =

∑
i⩾1

zihi =
∑

partitions
ν ̸=∅

zℓ(ν)xν .

The monomials in g each have coefficient one. Since there are a countable number of
monomials in g there exists some bijection between the monomials and x1, x2, . . . . To
compute f [g] for a symmetric function f, one would then replace each xi in f with
its corresponding monomial of g.

Example 5.16. Fix a Lyndon word w = w1w2 . . . wk. Let

g = zwhw =
k∏

i=1
zwi

hwi
=

k∏
i=1

zwi

 ∑
partitions ν:

ℓ(ν)=wi

xν

 .

Unlike the previous example, there are some monomials with coefficients higher than
one in g. As an example, set w = 12; the monomial z1z2x2x3x4 = z12x234 has coeffi-
cient three in g = (z1h1)(z2h2), counting which of the x2, x3, or x4 arise from h1. To
distinguish between repeated monomials, we consider instead distinct ordered tuples

(zw1xν(1), zw2xν(2), . . . , zwk
xν(k)),

where each ν(i) is a partition with length wi. For instance, the three ordered pairs
producing z12x234 are

(z1x2, z2x34), (z1x3, z2x24), and (z1x4, z2x23).
There are countably many such ordered pairs so there exists some bijection match-

ing the ordered pairs to x1, x2, . . . . To compute f [g] for a symmetric function f, one
would then replace each xi in f with the monomial of g associated to the correspond-
ing ordered pair.
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5.3.3. Proof of Lemma 5.18. To manipulate the generating function
∑

µ̸=0 zµ ·
ch
(
E|µ|CF|µ|Eµ

)
, we will need a technical but powerful lemma. The following lemma

is an application of a formula of Wachs from [64, Theorem 5.5](12), which is a
refinement of a result of Sundaram in [59, Lemma 1.5].

Lemma 5.17 (Wachs [64], refining Sundaram [59]). For each positive integer i, pick
two Si-modules: Vi and Wi. Then,

∑
r⩾1

∑
µ=

1m1 2m2 ...:
m1+m2+...=r

zµ · ch

Vr

ySr∏
i⩾1

Smi

[W1 ⊗W2 ⊗ . . .]

x
S|µ|

∏
i

Smi
[Si]



=
∑
r⩾1

ch (Vr)

∑
i⩾1

zi · ch (Wi)

 .
With this lemma, we are now ready to prove Lemma 5.18.

Lemma 5.18. ∑
µ̸=∅

zµ · ch
(
E|µ|CF|µ|Eµ

)
=
∑
r⩾1

Lr[z1h1 + z2h2 + . . .].

Proof. Let µ ̸= ∅ be a partition of n of the form 1m12m2 . . . with ℓ(µ) = r.
By Corollary 5.9,

ch
(
E|µ|CFnEµ

)
= ch

(
H̃r−3

(
Xµ, 1̂

)
⊗ det(Xµ)

xSn∏
i

Smi
[Si]

)
.

By Corollary 5.14,

H̃r−3
(
Xµ, 1̂

)
⊗ det(Xµ) ∼= Lr

ySr∏
i⩾1

Smi

[1S1 ⊗ 1S2 ⊗ . . .].

Therefore,

ch(E|µ|CF|µ|Eµ) = ch

(Lr

ySr∏
i⩾1

Smi

[1S1 ⊗ 1S2 ⊗ . . .]
)x

Sn

∏
i⩾1

Smi
[Si]

 .

Substituting Vi = Li and Wi = 1Si into Lemma 5.17, we have that

∑
µ ̸=∅

zµ · ch
(
E|µ|CF|µ|Eµ

)
=
∑
r⩾1

∑
µ=

1m1 2m2 ...:
m1+m2+...=r

zµ · ch
(
E|µ|CF|µ|Eµ

)

=
∑
r⩾1

Lr[z1h1 + z2h2 + . . .].

□

5.3.4. Necklaces. Let A be a totally ordered alphabet. A necklace of length k ⩾ 1
on A is an equivalence class of a word on A with k letters up to cyclic rotation. We
will write the necklace represented by the word (w1, w2, . . . , wk) as [w1, w2, . . . , wk].
Define Nk(A) to be the set of necklaces on A with k letters, and N(A) to be the set
of necklaces on A of any (nonzero, finite) length.

(12)Wachs uses different notation here.
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Definition 5.19. Let A = {1, 2, . . .} be the standard ordered alphabet. We define a
map

f : N(A) −→
⊔

Lyndon
w

{(w, 1), (w, 2), (w, 3), . . .}

as follows. Let η be a necklace on A with a lexicographically minimal representative
word α = (α1, α2, . . . , αk). Notice that α is either a Lyndon word, or a power i ⩾ 1
of a single Lyndon word, so can be written as α = wi for a Lyndon word w. The
Lyndon word w and power i are unique since Lyndon factorization is unique. Let f
be the map which sends η to the pair (w, i) .

Although we won’t need this fact, the map f is a bijection since (w, i) 7→ [wi] can
be checked to be an inverse (using that the w are Lyndon words).

Example 5.20. f ([2, 2, 1, 1, 2, 2, 1, 1, 2, 2, 1, 1]) = ((1, 1, 2, 2) , 3) .

A necklace is primitive if its representative words are not powers of shorter words.
For example, the necklace [2, 2, 1, 1, 2, 2, 1, 1, 2, 2, 1, 1] in Example 5.20 is not primitive
since it is represented by the word (2, 2, 1, 1)3. Let PNk(A) denote the set of primitive
necklaces of length k on the alphabet A and let PN(A) denote the set of primitive
necklaces on A of any (nonempty, finite) length.

Recall the notion of a sequenceM(g) associated to a formal power series g from Sec-
tion 5.3.2. If g has a countable number of monomials, we can theoretically viewM(g)
as a totally ordered alphabet (although we won’t need to refer to the order) and form
words and necklaces on it. Given a word w =

(
zν(1)xµ(1), zν(2)xµ(2), . . . , zν(k)xµ(k)

)
on M(g) (where each ν(i), µ(i) are partitions), define its evaluation eval(w) to be
the product

eval(w) :=
k∏

i=1
zν(i)xµ(i).

Since evaluation does not depend on the order of the letters in w, we can define it
on necklaces in N(M(g)), by eval([w]) = eval(w).

Example 5.21. Recall the examples in Section 5.3.2. Let η and τ be the following
necklaces in PN (M (z1h1 + z2h2 + . . .)) and PN (M (z223h223)) , respectively. Note
that we are using our ordered pair notation for the necklaces on M(z223h223).

η = [z3x244, z2x44, z2x23, z3x266, z2x44, z2x23, z3x246, z2x44, z2x23] ,
τ = [(z2x44, z2x23, z3x266) , (z2x44, z2x23, z3x246) , (z2x44, z2x23, z3x244)] .

Then,
eval(η) = eval(τ) = z2633x26334963 = z6

2z
3
3x

6
2x

3
3x

9
4x

3
6.

5.3.5. Necklace bijection. We define an evaluation-preserving map

Ψ : PN (M (z1h1 + z2h2 + . . .)) −→
⊔

Lyndon
w

PN (M (zwhw)) .

Consider the necklace

η =
[
zℓ(ν(1))xν(1), zℓ(ν(2))xν(2), . . . , zℓ(ν(k))xν(k)

]
in PN (M (z1h1 + z2h2 + . . .)) . Define an associated necklace z(η) on {1, 2, . . .} by
taking the subscripts of z in η. Specifically, define

z(η) := [ℓ (ν(1)) , ℓ (ν(2)) , . . . , ℓ (ν(k))] .
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Recall the map f in Definition 5.19; we have f([z(η)]) = (w, k/i) for some Lyndon
word w and integer i, with [z(η)] = [wk/i]. Because w is a Lyndon word, if we write
m to mean m modulo k, there are precisely k/i values of 0 ⩽ j ⩽ k − 1 such that

w = (w1, w2, . . . , wi) =
(
ℓ
(
ν(j + 1)

)
, ℓ
(
ν(j + 2)

)
, . . . , ℓ

(
ν(j + i)

))
.(19)

In words, the map Ψ will (i) pick one of the k/i representative words of η whose
prefix has w1, w2, . . . , wi as the subscripts of z then (ii) group together the first i
letters, the next i letters, and so on. The result is a word on M(zwhw) and Ψ sends
η to the necklace represented by that word. More formally, Ψ(η) is the following
necklace on M(zwhw) with k/i beads:

Ψ(η) :=
[(
zw1xν(j+1), zw2xν(j+2), . . . , zwi

xν(j+i)

)
,(

zw1xν(j+i+1), zw2xν(j+i+2), . . . , zwixν(j+2i)

)
,

. . . ,(
zw1xν(j+k−i+1), zw2xν(j+k−i+2), . . . , zwi

xν(j+k)

)]
.

The map Ψ is well-defined because the resulting necklace does not depend on the
choice of j from Eq. (19). The necklace Ψ(η) is primitive because η is, and Ψ is
evaluation preserving by construction.

Example 5.22. Let η be the following primitive necklace in PN (M(z1h1+z2h2+. . .)):
η = [z3x244, z2x44, z2x23, z3x266, z2x44, z2x23, z3x246, z2x44, z2x23] .

The necklace z(η) is [3, 2, 2, 3, 2, 2, 3, 2, 2], which f maps to the ordered pair
((2, 2, 3), 3) . The possible choices of beads which we can cyclically rotate to the
front before grouping are colored blue. Ψ(η) is the following primitive necklace on
PN (M (z223h223)) :

[(z2x44, z2x23, z3x266) , (z2x44, z2x23, z3x246) , (z2x44, z2x23, z3x244)] .
As explained in Example 5.21, η and Ψ(η) have the same evaluation.

Proposition 5.23. The map Ψ is a bijection.

Proof. We prove that Ψ is a bijection by providing an inverse map

Θ :
⊔

Lyndon
w

PN (M (zwhw)) −→ PN (M (z1h1 + z2h2 + . . .)) .

Let w = (w1, w2, . . . , wℓ) be a Lyndon word and let τ be the following primitive
necklace in PN(M(zwhw)) :
τ =

[(
zw1 xν(1,1), zw2 xν(1,2), . . . , zwℓ xν(1,ℓ)

)
, . . . ,

(
zw1 xν(m,1), zw2 xν(m,2), . . . , zwℓ xν(m,ℓ)

)]
.

Define Θ to be the map which removes parentheses, sending τ to the following
necklace on M(z1h1 + z2h2 + . . .),[

zw1xν(1,1), zw2xν(1,2), . . . , zwℓ
xν(1,ℓ), zw1xν(2,1), . . . , zwℓ

xν(2,ℓ), . . . , zwℓ
xν(m,ℓ)

]
.

We claim Θ(τ) is a primitive necklace. If there were a prefix zw1xν(1,1) . . . zwi
xν(j,i)

with i < ℓ and power k for which(
zw1xν(1,1) . . . zwi

xν(j,i)
)k = zw1xν(1,1) . . . zwℓ

xν(m,ℓ),

then by restricting our attention to the coefficients of z, we’d see (wj−1w1 · · ·wi)k =
wm, which implies that w1w2 · · ·wℓ−i = wi+1 · · ·wℓ. This is not possible since w is
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Lyndon, and an equivalent characterization of w being Lyndon is that it is strictly
lexicographically smaller than all of its proper suffixes (see [36, Proposition 5.12]).
There are also no factorizations of the form(

zw1xν(1,1) . . . zwℓ
xν(j,ℓ)

)k = zw1xν(1,1) . . . zwℓ
xν(m,ℓ)

since τ is primitive. Hence, Θ(τ) is a primitive necklace of M(z1h1 + z2h2 + · · · ). It
is straightforward to check that Θ ◦ Ψ is the identity mapping. The fact that w is
Lyndon implies z (Θ(τ)) is necessarily wm, hence Ψ ◦ Θ is the identity mapping as
well, completing the proof. □

The symmetric function Ln, and in fact all the higher Lie symmetric func-
tions Lλ, have combinatorial interpretations involving primitive necklaces (see
Gessel–Reutenauer’s(13) work: [26, Equation 2.1]). The next lemma is an application
of this interpretation.

Lemma 5.24. Let g be a formal power series in x1, x2, . . . , z1, z2, . . . which has non-
negative integer coefficients. Then,∑

n⩾1
Ln[g] =

∑
η∈PN(M(g))

eval(η).

Proof. In [26, Equation 2.1] (by setting λ = n), Gessel–Reutenauer explain that

Ln =
∑

τ∈PNn(x1,x2,...)

eval(τ).

The lemma then follows from the definition of plethysm of formal power series (Sec-
tion 5.3.2). □

We are finally ready to prove Lemma 5.25.

Lemma 5.25. ∑
r⩾1

Lr[z1h1 + z2h2 + . . .] =
∑

Lyndon
w

∑
m⩾1

zwmLm[hw].

Proof. By Proposition 5.23, there is an evaluation-preserving bijection between⊔
Lyndon

w

PN (M (zwhw)) and PN (M (z1h1 + z2h2 + . . .)) .

Hence, we have the equality∑
Lyndon

w

∑
η∈PN(M(zwhw))

eval(η) =
∑

η∈PN(M(z1h1+...))

eval(η).

Thus, by Lemma 5.24,∑
Lyndon

w

∑
m⩾1

Lm[zwhw] =
∑
r⩾1

Lr[z1h1 + z2h2 + . . .].

The lemma then follows from the observation that

Lm[zwhw] = zwmLm[hw].

□

(13)Gessel–Reutenauer used this necklace interpretation to prove their remarkable theorem men-
tioned in the proof of Proposition 4.6.
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5.4. General intervals. In this section, we complete the proofs from Step 3 of
the proof outline in Section 5.1. In Section 5.4.1, we combinatorially interpret the
Sn-orbits of X ⩽ Y and identify their stabilizer subgroups. In Section 5.4.2, we
compute the representations on the homology of intervals of Πn and their associated
determinant twists, allowing us to understand the representations EY CFnEX in terms
of Step 2.

5.4.1. Identifying intersections of stabilizers.

Definition 5.26. In a multiset partition, repeated elements are viewed as indis-
tinguishable. For example, there are precisely four multiset partitions of the multiset
{1, 1, 2} : {112}, {1, 12}, {11, 2}, {1, 1, 2}. Given partitions λ, µ of the same size we
define a set λ(µ) of multiset partitions. In particular, if µ does not refine λ, set λ(µ)
to be the empty set. Otherwise, define λ(µ) to be the set of multiset partitions of the
multiset {µi : 1 ⩽ i ⩽ ℓ(µ)} which have block sizes summing to the parts of λ.

Example 5.27. • Let µ = (5, 3, 2, 2, 1, 1) and λ = (6, 5, 3). Then,
λ(µ) = {{2211, 5, 3}, {51, 32, 21}, {51, 221, 3}, {321, 5, 21}} .

• Let µ = (2, 2, 1, 1, 1, 1) and λ = (3, 3, 2). Then,
λ(µ) = {{21, 21, 11}, {21, 111, 2}} .

Lemma 5.28. There is a bijection
{Sn-orbits [X ⩽ Y ] : X ∈ µ, Y ∈ λ} ←→ λ(µ).

Proof. Consider the map which sends [X ⩽ Y ] to the multiset partition in λ(µ)
which has one block ν for each block Yi of Y, where ν is comprised of the sizes
ν1, ν2, . . . , νℓ(ν) of the blocks in Xj1 , . . . , Xjℓ(ν) which combine to form Yi. To see that
this map is well-defined, observe that for w ∈ Sn, the blocks of w(X) which form
w(Yi) are w (Xj1) , . . . , w

(
Xjℓ(ν)

)
, whose sizes are preserved.

Now, we prove the map is a bijection. First, note that each orbit has a representative
of the form Xµ ⩽ Y, since Sn acts transitively on X with block sizes µ. Fixing a
multiset partition S in λ(µ), one can always build a set partition Y with block sizes
λ for which [Xµ ⩽ Y ] maps to S by combining blocks of the appropriate sizes in Xµ

to form Y . Hence, the map is surjective. To see injectivity, assume [Xµ ⩽ Y ] and
[Xµ ⩽ Y ′] map to the same multiset partition in λ(µ). By construction of the map,
one can then make permutations swapping entire blocks of the same size in Xµ to get
from Y to Y ′. A permutation formed from such swaps is necessarily in StabSn(Xµ),
so [Xµ ⩽ Y ] = [Xµ ⩽ Y ′], as desired. □

It will be useful for us to specify a canonical representative of each orbit [X ⩽ Y ];
equivalently, given an S ∈ λ(µ), we specify a canonical XS ⩽ YS for which [XS ⩽ YS ]
maps to S.

Definition 5.29 (Definition of XS , YS). Fix a multiset partition S ∈ λ(µ). De-
fine YS := Xλ. Place an ordering on the blocks of YS = Y1, Y2, . . . , Yℓ(λ) so that
the minimum elements of the blocks increase. We place an ordering also on the blocks
ν of S = {νmν}: first by size of |ν|, then breaking ties by increasing in lexicographical
order (when the parts of ν are ordered to weakly decrease). In this way, each block B in
YS is labelled by a partition ν ∈ S with ν ⊢ #B. To form the set partition XS from YS ,
partition each block B of YS as follows. If the partition labelling B is ν = 1m12m2 . . .,
then let the m1 smallest numbers of B be blocks of size one, let the next 2m2 smallest
numbers of B be blocks of size 2 (grouping together the smallest two, then the next
smallest two, etc) and so on.
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Example 5.30. As an example, consider S = {3, 3, 3, 211, 211, 22, 22} ∈ λ(µ), for
λ = 4433 and µ = 332614. The partitions ν ∈ S are already written in the order
described in Definition 5.29. YS (with its associated labels by the ν ∈ S) is

YS =
{
{1, 2, 3}︸ ︷︷ ︸

ν=3

, {4, 5, 6}︸ ︷︷ ︸
ν=3

, {7, 8, 9}︸ ︷︷ ︸
ν=3

, {10, 11, 12, 13}︸ ︷︷ ︸
ν=211

, {14, 15, 16, 17}︸ ︷︷ ︸
ν=211

, {18, 19, 20, 21}︸ ︷︷ ︸
ν=22

,

{22, 23, 24, 25}︸ ︷︷ ︸
ν=22

}
.

Using the algorithm from Definition 5.29, we obtain XS as

XS =
{
{1, 2, 3}, {4, 5, 6}, {7, 8, 9}, {10}, {11}, {12, 13}, {14}, {15}, {16, 17}, {18, 19},

{20, 21}, {22, 23}, {24, 25}
}
.

For a fixed multiset partition S = {νmν : ν ∈ S} ∈ λ(µ) with |λ| = n, consider the
subgroup of Sn generated by following two types of permutations:

• Outer: For each ν ∈ S : the permutations which swap two entire blocks of
YS labelled by the same partition ν, and leave the remaining integers alone
– i.e. if Yi, Yj are two blocks labelled by ν, the permutation which swaps the
smallest numbers of Yi, Yj , then the second smallest numbers, and so on, but
fixes all k /∈ Yi ∪ Yj .)
• Inner: For each block B of YS , any permutation which maintains the set

partition of B given by its subblocks in XS (and fixes all i /∈ B).
The union of these types of permutations generate a subgroup of Sn isomorphic to∏

ν∈S

Smν

[
StabS|ν| (Xν)

]
.

In fact, this shall be our definition of how to view
∏

ν∈S Smν

[
StabS|ν| (Xν)

]
as a sub-

group of Sn. Writing λ ⊢ n as 1m12m2 . . ., note that
∏

ν∈S Smν

[
StabS|ν| (Xν)

]
embeds

naturally into
∏

ν Smν

[
S|ν|

]
, which in turn embeds naturally into Sm1,2m2,3m3,... and

then into Sn.

Example 5.31. We point out how to view S3[S3] × S2 [S2[S1]× S1[S2]] × S2 [S2[S2]]
as a subgroup of S25 pictorially in Fig. 3. The twenty generators are indicated by
the twenty arrows. Given the similarities to Example 2.9 and Example 5.10, we do
not write out all the generators here. However, we note that the twelve horizontal
arrows within rows indicate adjacent transpositions, the six vertical arrows between
rows indicate swaps of entire rows – these eighteen total arrows generate the inner
permutations. The two labelled vertical arrows represent swaps of entire blocks. In
particular, q = (10, 14)(11, 15)(12, 16)(13, 17) and r = (18, 22)(19, 23)(20, 24)(21, 25)
generate the outer permutations.

Lemma 5.32. Let S = {νmν : partition ν} be a multiset partition in λ(µ). Then,

StabSn(XS) ∩ StabSn(YS) =
∏
ν∈S

Smν

[
StabS|ν|(Xν)

]
.

Proof. By construction, every generator of
∏

ν∈S Smν

[
StabS|ν| (Xν)

]
fixes both YS

and XS , and so the same is true for every element. Hence,
∏

ν∈S Smν

[
StabS|ν| (Xν)

]
is a subgroup of StabSn

(XS) ∩ StabSn
(YS). To prove equality of the subgroups, we

shall show their sizes are the same.
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1 2 3
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7 8 9
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11 12 13

14
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r

Figure 3. S3[S3]× S2 [S2[S1]× S1[S2]]× S2 [S2[S2]] as a subgroup of S25.

Observe that StabSn
(XS ⩽ YS) = StabSn

(XS) ∩ StabSn
(YS) . By the orbit–

stabilizer theorem, it suffices to prove

|[XS ⩽ YS ]| = n!∣∣∏
ν∈S Smν

[
StabS|ν| (Xν)

]∣∣ .(20)

Given a partition ν = 1n12n2 . . . , define a constant Nν =
∏

i ni!(i!)ni . Observe that∣∣StabS|ν| (Xν)
∣∣ = Nν , so that the right side of Eq. (20) can be rewritten as

n!∣∣∏
ν∈S Smν

[
StabS|ν| (Xν)

]∣∣ = n!∏
ν∈S mν ! (Nν)mν

.

The left side of Eq. (20) counts the number of distinct pairs X ⩽ Y ∈ Πn so that
[X ⩽ Y ] maps to S. The number of ways to pick a set partition Y ∈ λ is n!

Nλ
. To pick

a set partition X refining Y so that [X ⩽ Y ] maps to S, we must (i) pick which mν

blocks of Y of size i get assigned to be partitioned into blocks of sizes for each ν ∈ S
with ν ⊢ i then (ii) count the number of ways to break up each block of type ν.

Let mi(λ) denote the number of parts of size i within the partition λ. The number
of ways to assign the blocks of size i the partitions ν ⊢ i is mi(λ)!∏

ν⊢i
mν !

. The number of

ways to break up a block of size i into blocks with sizes the parts of ν is i!
Nν
. Putting

it all together, the left side of Eq. (20) is

n!
Nλ

∏
i

(
mi(λ)!∏
ν⊢i mν !

∏
ν⊢i

(
i!
Nν

)mν
)

= n!
∏

i

(
1∏

ν⊢i mν !
∏
ν⊢i

(
1
Nν

)mν
)

= n!∏
ν mν ! (Nν)mν

,

as desired. □

5.4.2. Twisted homology of intervals in the partition lattice.

Lemma 5.33. Let S = {νmν : partition ν} be a multiset partition in λ(µ). As repre-
sentations of

∏
ν∈S Smν [StabS|ν|(Xν)],

det (XS)⊗ det (YS) ∼=
⊗

ν∈S

ρ(ν) [det(Xν)] ,

where ρ(ν) = 1Smν
if ℓ(ν) is odd and ρ(ν) = sgnSmν

if ℓ(ν) is even.

Proof. First, we claim that as
∏

ν Smν

[
StabS|ν| (Xν)

]
-representations,

det(XS) ∼=
⊗

ν∈S

(
ρ(ν)⊗ sgnSmν

)
[det (Xν)] ,(21)
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Since both are one-dimensional characters, it suffices to check they agree on a gener-
ating set of

∏
ν Smν

[
StabS|ν| (Xν)

]
. Order the blocks B1, B2, . . . , Bk of XS so that

the minimal element of each block increases. An ordered basis for the space associated
to XS is v1, v2, . . . , vk, where vi is the sum of the standard vectors ej for the integers j
appearing in the block Bi of XS .

Recall the notion of outer versus inner generators from the discussion preceding
Example 5.31. An inner generator w associated to a block of YS labelled by ν formed
from the blocks Bi+1, . . . , Bi+ℓ(ν) of X acts block diagonally on v1, v2, . . . , vk. In par-
ticular, it acts trivially on every basis vector except for the block vi+1, . . . , vi+ℓ(ν),
which it permutes amongst itself. The submatrix corresponding to vi+1, . . . , vi+ℓ(ν)
has determinant det(Xν)(w). An outer transposition associated to ν swaps ℓ(ν) ba-
sis vectors with another ℓ(ν) basis vectors – this is represented by a matrix with
determinant +1 if ℓ(ν) is even and −1 if ℓ(ν) is odd. Hence, Eq. (21) holds.

We now show that as
∏

ν Smν

[
StabS|ν| (Xν)

]
-representations,

det(YS) ∼=
⊗

ν∈S

sgnSmν

[
1S|ν|

]
.(22)

Again, it suffices to check on the generators. If C1, C2, . . . , Cr are the blocks of YS ,
one ordered basis for YS is u1, u2, . . . , ur, where ui is the sum of the vj for which
Bj ⊆ Ci. The inner generators act trivially on this ordered basis and an outer
generator swaps ui, uj for two blocks Ci, Cj of YS indexed by the same partition,
hence is orientation reversing. Thus, Eq. (22) holds and the lemma then follows from
Lemma 5.13. □

To compute the homology of intervals in the partition lattice, we will use the
extremely useful tools Sundaram explains in [58]. If P and Q are posets, let P × Q
denote the Cartesian product of P and Q, which is the set P ×Q under the relation
(p, q) ⩽ (p′, q′) if and only if p ⩽ p′ in P and q ⩽ q′ in Q. We write Pn to denote the
n-fold Cartesian product P × P × . . .× P︸ ︷︷ ︸

n times

.

Proposition 5.34 (Sundaram, [58]). Let P and Q be posets, each with a minimal
element 0̂ and a maximal element 1̂. Let GP , GQ be groups acting by poset auto-
morphisms on P and Q respectively. Assume that for i ̸= r, the homology groups
H̃i(P ) = 0, and that for j ̸= s, the homology groups H̃j(Q) = 0.

(i) [58, Proposition 2.1]: H̃i(P × Q) = 0 unless i = r + s + 2, and as GP × GQ

representations,
H̃r+s+2(P ×Q) ∼= H̃r(P )⊗ H̃s(Q).

(ii) [58, Proposition 2.3](14): H̃i(Pn) = 0 unless i = n(r + 2)− 2 and as Sn[GP ]-
representations,

H̃n(r+2)−2(Pn) ∼=

{
1Sn

[
H̃r(P )

]
if r is even,

sgnSn

[
H̃r(P )

]
if r is odd.

We note that the finite set partition lattices satisfy the hypotheses of Proposi-
tion 5.34 since they are a special type of lattice called a geometric lattice. In [24],
Folkman proved that geometric lattices of rank r have nonzero homology only in di-
mension r− 2. Since Πn is a geometric lattice of rank n− 1, it has nonzero homology
only in dimension n− 3.

We are now ready to compute the (twisted) homology representations of intervals
in the partition lattice in terms of the twisted homology of upper intervals.

(14)There is a very minor typo in Proposition 2.3 of [58] in what dimension the homology should
be concentrated in.
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Lemma 5.35. Fix a multiset partition S = {νmν : ν ∈ S} ∈ λ(µ) and let r = ℓ(µ) −
ℓ(λ). As representations of

∏
ν∈S Smν

[StabS|ν|(Xν)],

H̃r−2 (XS , YS)⊗ det(XS)⊗ det(YS) ∼=
⊗

ν∈S

1Smν

[
H̃ℓ(ν)−3

(
Xν , 1̂

)
⊗ det (Xν)

]
.

Proof. The interval [YS , XS ] in Πn is (equivariantly) isomorphic to the following prod-
uct of partition lattices: ∏

ν∈S

(
[Xν , 1̂]

)mν
,

with each Smν
[StabS|ν|(Xν)] acting on its corresponding

(
[Xν , 1̂]

)mν
. Recall the def-

inition of ρ(ν) from Lemma 5.33. By Proposition 5.34, as Smν

[
StabS|ν| (Xν)

]
repre-

sentations,

H̃r−2 (XS , YS) ∼=
⊗

ν∈S

ρ(ν)
[
H̃ℓ(ν)−3

(
Xν , 1̂

)]
.

Now, by applying Lemma 5.33 and Lemma 5.13, we have the following isomorphism
of
∏

ν∈S Smν
[StabS|ν|(Xν)] representations:

H̃r−2 (XS , YS)⊗ det(XS)⊗ det(YS) ∼=
⊗

ν∈S

1Smν

[
H̃ℓ(ν)−3

(
Xν , 1̂

)
⊗ det (Xν)

]
.

□

5.5. Final steps. In this section, we complete Step 4 of the proof outline in Sec-
tion 5.1, proving our main theorem. To do so, we must first state a lemma and
proposition. The following lemma appears as Exercise 4.1.3 in [28].

Lemma 5.36. Let G1, G2 be finite groups, with subgroups H1, H2, respectively. Let
V1, V2 be representations of H1, H2, respectively. Then, as G1 ×G2 representations,

(V1 ⊗ V2)
xG1×G2

H1×H2

∼= V1

xG1

H1
⊗ V2

xG2

H2
.

Proposition 5.37. Let λ and µ be any partitions of n. Write mν(S) to mean the
multiplicity of a partition ν in a multiset partition S.

ch(EλCFnEµ) =
∑

S∈λ(µ)

∏
ν∈S

hmν (S)

 ∑
Lyndon

w

∑
m⩾1:
wm∼ν

Lm[hw]

 .
Proof. If µ does not refine λ, then by Proposition 5.2, EλCFnEµ = 0. On the right
side, we also have 0, since λ(µ) is empty by definition.

Now, assume µ refines λ with ℓ(µ) − ℓ(λ) = r. By Corollary 5.9, as Sn-
representations,

EλCFnEµ
∼=

⊕
Sn−orbits [X⩽Y ]:

X∈µ
Y ∈λ

H̃r−2 (X,Y )⊗ det(X)⊗ det(Y )

x
Sn

StabSn (X)∩StabSn (Y )

.

Using Lemma 5.28 and Lemma 5.32,

EλCFnEµ
∼=

⊕
S∈λ(µ)

(
H̃r−2(XS , YS)⊗ det(XS)⊗ det(YS)

)x
Sn

∏
ν∈S

Smν (S)

[
StabS|ν| (Xν )

],
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Using Lemma 5.35, the above is isomorphic (as Sn-representations) to

⊕
S∈λ(µ)

(⊗
ν∈S

1Smν (S)

[
H̃ℓ(ν)−3

(
Xν , 1̂

)
⊗ det (Xν)

])x
Sn

∏
ν

Smν (S)

[
StabS|ν| (Xν )

].(23)

We fix a particular S = {νmν : partition ν} ∈ λ(µ), and manipulate the summand
indexed by S as follows. By transitivity of induction and Lemma 5.36, the summand
indexed by S above is isomorphic as an Sn-module to⊗

ν∈S

1Smν

[
H̃ℓ(ν)−3

(
Xν , 1̂

)
⊗ det (Xν)

] x
Smν ·|ν|

Smν

[
StabS|ν| (Xν )

]
x

Sn

Πν Smν ·|ν|

∼=

⊗
ν∈S

1Smν

[
H̃ℓ(ν)−3

(
Xν , 1̂

)
⊗ det (Xν)

] x
Smν [S|ν|]

Smν

[
StabS|ν| (Xν )

]
x

Smν ·|ν|

Smν [S|ν|]

x
Sn

Πν Smν ·|ν|

.

By Lemma 4.3, this is equivalent to

⊗
ν∈S

1Smν

[
H̃ℓ(ν)−3

(
Xν , 1̂

)
⊗ det (Xν)

xS|ν|

StabS|ν| (Xν )

]x
Smν ·|ν|

Smν [S|ν|]

x
Sn

Πν Smν ·|ν|

.

However, by setting λ = |ν|, µ = ν in Corollary 5.9, this is the same as

⊗
ν∈S

(
1Smν

[
E|ν|CF|ν|Eν

] xSmν ·|ν|

Smν [S|ν|]

)x
Sn

Πν Smν ·|ν|

,

which has Frobenius characteristic
∏

ν∈S hmν

[
ch(E|ν|CF|ν|Eν)

]
. Returning to

Eq. (23) and summing over all S ∈ λ(µ) reveals that

ch(EλCFnEµ) =
∑

S∈λ(µ)

∏
ν∈S

hmν (S)
[
ch(E|ν|CF|ν|Eν)

]
.

The proposition then follows from Proposition 5.1. □

This next lemma follows from repeatedly applying Lemma 1.5 of [59].

Lemma 5.38. Let f1, f2, . . . , fk be symmetric functions and t an abstract variable.
Then, ∑

i⩾0
tihi[f1 + f2 + . . .+ fk] =

k∏
j=1

∑
ℓ⩾0

tℓhℓ[fj ].

We are finally ready to prove our main theorem.

Theorem 5.39. There is an equality of generating functions∑
n⩾0

∑
λ⊢n
µ⊢n

yλzµ · ch(EλCFnEµ) =
∏

Lyndon
w

∑
partition

ρ

yρ·|w|zw|ρ|Lρ[hw].(24)
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Proof. By Proposition 5.37, it suffices to prove that

∑
n⩾0

∑
λ⊢n
µ⊢n

yλzµ ·
∑

S∈λ(µ)

∏
ν∈S

hmν (S)

 ∑
Lyndon

w

∑
m⩾1:
wm∼ν

Lm[hw]


=

∏
Lyndon

w

∑
partition

ρ

yρ·|w|zw|ρ|Lρ[hw].
(25)

We start by rewriting the right side of (25). Forming a partition ρ is the same as
choosing a multiplicity i ⩾ 0 for each part sizem > 0. Since L1i1 2i2 ... =

∏
m⩾1 him [Lm]

(Eq. (8)),

∏
Lyndon

w

∑
partition

ρ

yρ·|w|zw|ρ|Lρ[hw] =
∏

Lyndon
w

∏
m⩾1

∑
i⩾0

y(m·|w|)iz(wim)hi[Lm][hw].

Using associativity of plethysm (Lemma 2.10(1)) to rewrite hi [Lm] [hw] =
hi [Lm[hw]] and grouping together pairs (m,w) for which wm rearranges to the same
partition ν (written wm ∼ ν), we can rewrite the above as∏

partition
ν ̸=∅

∏
(w,m):

w Lyndon,
m⩾1,
wm∼ν

∑
i⩾0

(y|ν|zν)ihi[Lm[hw]].

Setting t = y|ν|zν and using the Lm[hw] for m ⩾ 1 with wm ∼ ν as the fi’s in
Lemma 5.38, we can rewrite the result as

∏
partition

ν ̸=∅

∑
i⩾0

(y|ν|zν)ihi

 ∑
Lyndon

w

∑
m⩾1:
wm∼ν

Lm[hw]

 .
Choosing a multiplicity i ⩾ 0 for each nonempty partition ν is the same as building

a multiset partition S (with block ν appearing i = mν(S) times). Thus, we can rewrite
the above as

∑
S

∏
ν∈S

(y|ν|zν)mν (S)hmν (S)

 ∑
Lyndon

w

∑
m⩾1:
wm∼ν

Lm[hw]

 .
A multiset partition S lies in λ(µ) if and only if

∏
ν∈S

(
y|ν|zν

)mν (S) = yλzµ. Thus,
we can rewrite the above to the desired generating function:

∑
n⩾0

∑
λ⊢n
µ⊢n

yλzµ ·
∑

S∈λ(µ)

∏
ν∈S

hmν (S)

 ∑
Lyndon

w

∑
m⩾1:
wm∼ν

Lm[hw]

 .
□

6. Generalizations
6.1. Other Coxeter types. Some, but not all, of this work holds in general Cox-
eter types. In this section, we (briefly) explain partial generalizations and point out
obstacles to full generalizations. For brevity, we assume the reader is familiar with
reflection group theory and the face algebra of a reflection arrangement. See [32] for a
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reference on reflection groups and [2, 48, 49] for nice descriptions of the general face
and descent algebras.

LetW be a finite real reflection group with a set S of simple reflections. Write F(W )
for the face monoid of the associated reflection arrangement and CF(W ) for the
face monoid algebra. Let Σ(W ) be W ’s associated descent algebra over the complex
numbers. Bidigare proved his theorem [14, Theorem 3.8.1] at the level of general
reflection groups, so there is an antiisomorphism Φ : (CF(W ))W → Σ(W ).

Write L(W ) for the lattice of intersections of the reflection arrangement of W
ordered by reverse inclusion. The reflection group W acts on L(W ) by poset au-
tomorphisms. There is again a support map σ : F(W ) → L(W ) which has the
same nice properties as in type A (it commutes with the action of W, σ(fg) =
σ(f) ∧ σ(g), etc). The pointwise stabilizer subgroup of an intersection X ∈ L(W )
is WX := {w ∈W : w(x) = x for all x ∈ X} and turns out to always be conjugate to
a parabolic subgroup. (Recall that a parabolic subgroup is some subgroup WJ of W
generated by some subset J ⊆ S.)

The simple modules for Solomon’s descent algebra are indexed by W -orbits of
intersections [X] for X ∈ L(W ). We write X ∈ [X ′] if X is in the W -orbit of X ′ and
write L(W )/W for the set of W -orbits of intersections. Similarly, we write F(W )/W
for the set of W−orbits [F ] of faces F ∈ F(W ). Let {E[X] : [X] ∈ L(W )/W} be
a cfpoi for (CF(W ))W and let {M[X] : [X] ∈ L(W )W} denote the corresponding
Σ(W )-simples.

The analogue of Proposition 3.3 in general Coxeter type is the following proposition.

Proposition 6.1. Let χ be an irreducible character of W. The χ-isotypic subspace of
the CF(W ) decomposes into Σ(W )-modules as

(CF(W ))χ =
⊕

[X]∈L(W )/W

(
CF(W )E[X]

)χ
,

The C-dimension of the submodule
(
CF(W )E[X]

)χ is
dim (χ) ·#{[F ] ∈ F(W )/W : σ(F ) ∈ [X]} · ⟨χ,C[W/WX ]⟩ .

Proof outline. The main ideas are:
• Direct analogues of Lemma 2.5, Lemma 2.6, Lemma 2.7, and Lemma 2.8

all hold because Aguiar–Mahajan [2] and Saliola [48] proved their results on
cfpois for general finite reflection groups.

• The direct analogue to Lemma 3.2 also holds, giving a W -isomorphism be-
tween CF(W )E[X] and the C-span of faces f ∈ F(W ) with σ(F ) ∈ [X]. Since
{w : w(F ) = F} = Wσ(F ) and WX is conjugate to WX′ for X ′ ∈ [X], the
latter is W -isomorphic to the sum of coset representations⊕

[F ]∈F(W ):
σ(F )∈[X]

C[W/Wσ(F )] ∼=
⊕

[F ]∈F(W ):
σ(F )∈[X]

C[W/WX ].

□

It would be nice if we could understand the composition multiplicities of the Σ(W )-
simples M[Y ] in each submodule

(
CF(W )E[X]

)χ
. As in type A, we are able to reduce

this to a question in (twisted) equivariant poset cohomology. There is a well-defined
partial ordering on the W -orbits [X] ∈ L(W )/W given by declaring [X] ⩽ [Y ] if there
exists X ′ ∈ [X] and Y ′ ∈ [Y ] such that X ′ ⩽ Y ′ in L(W ). For an intersection X, let
NW (X) denote the setwise W -stabilizer of X, i.e. NW (X) := {w ∈ W : w(X) = X}.
(This notation is often used because NW (X) turns out to be the normalizer of WX

in W.) An analogue of Corollary 5.9 is below.
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Proposition 6.2. If [X] ≰ [Y ], then
[(

CF(W )E[X]
)χ : M[Y ]

]
= 0. Otherwise, if

k = dimR(X)− dimR(Y ), then the composition multiplicity is[(
CF(W )E[X]

)χ : M[Y ]
]

= dim (χ) ·
〈
χ,E[Y ]CF(W )E[X]

〉
.

Further, as W -modules, E[Y ]CF(W )E[X] is isomorphic to

⊕
[X′⩽Y ′]

(
H̃k−2 (X ′, Y ′)⊗ det(X ′)⊗ det(Y ′)

)x
W

NW (X′)∩NW (Y ′)

.

The sum is over W -orbits of pairs [X ′ ⩽ Y ′] in L(W ) where X ′ ∈ [X], Y ′ ∈ [Y ].

Proof outline. As in type A (Proposition 3.5), finite dimensional algebra tools reveal
the composition multiplicity[(

CF(W )E[X]
)χ : M[Y ]

]
= dim (χ) ·

〈
χ,E[Y ]CF(W )E[X]

〉
.

Given that the analogues of Lemma 2.5 and Lemma 2.7 hold, we have the analogue of
Proposition 5.2. Additionally, Saliola’s equivariant surjection from the path algebra
of the quiver to the face algebra described in Section 5.2.3 was a uniform result,
which allows us to reframe EY CFnEX in terms of (twisted) poset cohomology by the
argument in Section 5.2.5. Finally, the representations of real reflection groups are all
self-dual as they are defined over the real numbers (see [8]), so the same tricks hold
for converting cohomology to homology in the general case. □

We are also able to understand the sign isotypic subspace for general type, gaining
an analogue to Proposition 4.6. To state it, we first explain a known generalization
of “cycle type” of an element w ∈ W. Let V be the ambient space of the reflection
arrangement of W (i.e. the intersection at the bottom of L(W )). Given an element
w ∈ W , the space Fix(w) := {v ∈ V : w(v) = v} turns out to be an intersection in
L(W ) ([40, Theorem 6.27]). Let the cycle type of w, cyc(w), be the W -orbit [Fix(w)].

In [15, Thm 1.1], Blessenohl, Hohlweg, and Schocker beautifully generalize Gessel
and Reutenauer’s result ([26, Theorem 2.1]) using connections between descent al-
gebras and characters of reflection groups. One special case of their theorem proves〈
CWΦ−1 (E[Y ]

)
, χsgn

〉
is the number of elements w ∈ W with cycle type [Y ] and

descent set S.

Proposition 6.3. As Σ(W )-modules, the sign isotypic subspace of the face alge-
bra CF(W ) is isomorphic to the Σ(W )-simple Mcyc(w0), where w0 is the longest ele-
ment of W.

Proof idea. It can be shown from Proposition 6.1 that (CF(W ))sgn is one dimensional
and equal to

(
CF(W )E[V ]

)sgn. Hence it is isomorphic to the simpleM[Y ] for the unique
[Y ] for which

0 ̸= dim
(
E[Y ]CF(W )E[V ]

)sgn
.

Using the same argument as in Section 4.4.2, one can show E[Y ]CF(W )E[V ] is iso-
morphic as a W -representation to CWΦ−1 (E[Y ]

)
. Hence,

dim
(
E[Y ]CF(W )E[V ]

)sgn = dim
(
CWΦ−1 (E[Y ]

))sgn =
〈
CWΦ−1 (E[Y ]

)
, χsgn

〉
.

The proposition then follows from Blessenohl–Hohlweg–Schocker’s result. □

Unfortunately, Proposition 6.1 and Proposition 6.3 are as far as we are able to
generalize our work uniformly to general reflection groups. Indeed, the proof of our
main theorem in type A (Theorem 5.39) relied heavily on symmetric function theory
and the equivariant description of the homology of the lattice of intersections. As far as
we are aware, there are no uniform generalizations of either of these notions. However,
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from at least a naive standpoint, there appears to be more hope in generalizing this
story specifically to type B.

Since the hyperoctahedral groups are wreath products of symmetric groups, there
is a theory of type B symmetric functions: see [37, §5 of Appendix B] and also [42,
§2]. The representation structure of the hyperoctahedral groups acting on the top
(co)homology of the type B intersection lattice has also been studied: see [11, 27,
30]. Perhaps the most promising sign is that the type B descent algebra Cartan
invariants are known (unlike in general Coxeter type). They were computed by N.
Bergeron in [12], and are very closely connected to Garsia–Reutenauer’s result in
type A (Theorem 4.1). Hence, we pose the following question.

Question 6.4. What is the type B analogue to Theorem 5.39?

Some useful first steps towards answering Question 6.4 would be to understand:
• the equivariant structure of upper intervals in the type B lattice of intersec-

tions (as Sundaram did for type A in Corollary 5.14),
• type B analogues of Lemma 5.18 and Proposition 5.1 (this may involve de-

veloping a hyperoctahedral analogue of Wachs’s lemma (Lemma 5.17) and
applying Poirier’s work in [42, Theorem 16], which interprets a wreath prod-
uct analog of Lλ as a necklace generating function), and

• the intersections of the setwise stabilizers of intersections, NW (X)∩NW (Y ),
and the W -orbits [X ⩽ Y ] (i.e. type B analogues of Lemma 5.28,
Lemma 5.32).

6.2. Left regular bands. A left regular band (or LRB) is a finite semigroup B for
which x2 = x and xyx = xy for all x, y ∈ B. As discussed in the background (Eq. (1)),
the face monoid of the braid arrangement–and in fact the face semigroups for all
hyperplane arrangements–are examples of LRBs. LRBs have been studied extensively
in [1, 20, 38, 39, 47, 57] and have fascinating connections with other mathematical
areas such as Markov chains and poset topology. Many of the LRBs occurring in the
literature come equipped with a natural group action and it is natural to consider
the invariant theory of their semigroup rings. For instance, see [19] for a study of the
invariant theory of the free LRB and its q-analog, which involved Stirling numbers,
random-to-top shuffling, and the derangement symmetric function. Generalizations
of the stories in [19] and this paper to general LRBs is ongoing thesis work of the
author.
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